Bayesian Preference Elicitation with Keyphrase-Item Coembeddings for Interactive Recommendation

HOJIN YANG, University of Toronto, Canada
SCOTT SANNER*, University of Toronto, Canada
GA WU†, Borealis AI, Canada
JIN PENG ZHOU, University of Toronto, Canada

Interactive (a.k.a. conversational) recommendation systems provide the potential capability to personalize interactions with increasingly prevalent dialog-based AI assistants. In the conversational recommendation setting, a user often has long-term preferences inferred from previous interactions along with ephemeral session-based preferences that need to be efficiently elicited through minimal interaction. Historically, Bayesian preference elicitation methods have proved effective for (i) leveraging prior information to incrementally estimate uncertainty in user preferences as new information is observed, and for (ii) supporting active elicitation of preference feedback to quickly zero in on the best recommendations in a session. Previous work typically focused on eliciting preferences in the space of items or a small set of attributes; in the dialog-based setting, however, we are faced with the task of eliciting preferences in the space of natural language while using this feedback to determine a user’s preferences in item space. To address this task in the era of modern, latent embedding-based recommender systems, we propose a method for coembedding user-item preferences with keyphrase descriptions (i.e., not explicitly known attributes, but rather subjective judgments mined from user reviews or tags) along with a closed-form Bayesian methodology for incrementally estimating uncertainty in user preferences based on elicited keyphrase feedback. We then combine this framework with well-known preference elicitation techniques that can leverage Bayesian posteriors such as Upper Confidence Bounds, Thompson Sampling, and a variety of other methods. Our empirical evaluation on real-world datasets shows that the proposed query selection strategies effectively update user beliefs, leading to high-quality recommendations with a minimal number of keyphrase queries.
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1 INTRODUCTION

In an era of pervasive Machine Learning and AI, interaction with search and recommendation systems has become increasingly interactive and dialog-based (e.g. Google Assistant, Amazon Alexa, Apple Siri). Much of the practical use of
Fig. 1. The workflow of our keyphrase-based preference elicitation approach. First, the system creates a prior belief over a latent representation of user preferences based on their item interaction history. Using this prior, the system actively elicits a user’s preference over a keyphrase-based query and performs a Bayesian belief update to the latent user representation based on their response. The system may continue with further rounds of PE or terminate with the best recommendation in expectation w.r.t. current user beliefs.

of conversational assistants has been focused on conversational search, which is primarily concerned with information retrieval to address a user query (i.e. user-initiated), such as inquiring about the weather or requesting songs to play. However, existing conversational assistants do not typically support the level of personalization commonly found in recommender systems and also lack a general ability to actively elicit natural language preference information during an interactive session (i.e. system-initiated) [12, 22].

Historically, the field of preference elicitation (PE) [6, 7] has addressed the problem of how to strategically interact with a user to narrow down their session-based preferences. One common approach is Bayesian preference elicitation that maintains a posterior belief over a user’s preferences based on their response to the system’s preference queries [4, 14]. Previous PE works typically focused on a system’s query in the space of items [10, 28] or a small set of attributes [14, 23]. In the dialog-based setting, however, we are faced with the task of eliciting preferences in the space of natural language while using this feedback to determine a user’s preferences in item space.

To this end, we propose a novel PE approach that queries expressive language-based user preferences based on keyphrases mined from online reviews or tags. In contrast to previous work, our framework allows the system to ask subjective keyphrase preference queries as opposed to simply querying explicitly known properties (i.e., attributes). Perhaps more importantly though, compared to item-based queries where a user often lacks the information to determine a preference for previously unseen items (e.g. comparing two movies the user has not watched before), users are generally more comfortable judging language-based descriptions [24].

In order to facilitate this keyphrase approach to PE in the era of modern, latent embedding-based recommender systems [15, 20], we propose a method for coembedding user-item preferences with keyphrase descriptions along with a Bayesian methodology for incrementally estimating uncertainty in user preferences. By actively selecting keyphrase preferences to query a user, we can efficiently and incrementally update their latent belief representation in closed-form and ultimately use this to provide session-based item recommendations as outlined in Figure 1. In contrast to existing PE systems, our proposed PE approach actively queries in the space of natural language keyphrases while updating a

---

1 In this work we simplify language interaction to keyphrases. Historically, the term conversational recommendation refers to any sequential recommendation process involving interaction between the recommender system and user [34]. This includes our work and hence our specific use of the term conversational for our interactive preference elicitation approach to recommendation.
common posterior belief in a user’s latent item and keyphrase preferences — all enabled through historical data that links users, items, and keyphrase descriptions.

We evaluate a variety of keyphrase query selection strategies for our PE system as well as the benefits of warm-starting the elicitation process with a user prior based on their historical interactions. Our empirical evaluation on three real-world datasets shows the proposed query selection strategies effectively update user beliefs, leading to high-quality recommendations with a minimal number of queries.

2 RELATED WORK

Bayesian Preference Elicitation has proved popular due to (i) its natural ability to model uncertainty in user preferences and incorporate long-term preference priors, (ii) its (often) closed-form and efficient incremental belief update when new preference information is observed, and (iii) its ability to support active learning methods that can leverage posterior uncertainty in user preferences. In seminal work on Bayesian PE, Boutilier [4] proposed a partially observed Markov decision process (POMDP) framework with a Bayesian belief state update over user preferences and a methodology for approximately optimal sequential query strategies. Noting the intractability of such sequentially optimal solutions and even approximations thereof, Guo and Sanner [14] instead proposed a heuristic, but more efficient myopic strategy for Bayesian PE based on pairwise comparison queries.

While traditional PE methods tended to use explicit feature representations, recent works have revisited PE using latent user and item embedding techniques that have driven many recent technological advances in recommendation [15, 20]. For example, Sepliarskaia et al. [28] propose a PE system that generates a static preference questionnaire to optimize the expectation of the loss function of the underlying latent factor model. In a more online adaptive approach, Christakopoulou et al. [10] combine a Bayesian Matchbox matrix factorization recommender [31] with bandit-style query generation for PE. In a different vein, Vendrov et al. [33] combine a latent factor model with a continuous formulation of Expected Value of Information (EVOI) [16] in a differentiable network optimized using efficient gradient methods. However, we remark that all of these previous Bayesian PE approaches focus on queries in the item space, whereas we are faced with the task of eliciting preferences in the space of natural language keyphrases.

On the other hand, a number of recent methods have aimed to combine natural language interaction with deep learning-based recommender and even reinforcement learning. For example, Li et al. [18] propose a hierarchical RNN-based language model [30] combined with AutoRec [27] and Pointer Networks [13] for conversational movie recommendations, though they focus on language generation, without explicitly optimizing a PE strategy. In a similar vein, Sun and Zhang [32] focus on reinforcement learning, dialog state tracking, and natural language generation models for conversational recommendation interactions, but do not provide explicit PE optimization functionality. Finally, while Zhang et al. [37] do handle natural language preference feedback in a recommendation system with interactions optimized through reinforcement learning, they do not focus on active PE methods, but rather on an alternative conversational recommendation feedback approach known as critiquing [5, 25, 26] — here the user initiates critiques on one or more aspects of the currently recommended item. In contrast to these works, while we do intend to focus on natural language interaction with interactive (conversational) recommendation in this paper, we focus explicitly on system-initiated keyphrase-based active PE query strategies, which appear to be overlooked in the existing literature.
3 BACKGROUND

3.1 Notation

We begin by defining notation used throughout this paper:

- \( R \in \mathbb{Z}^{m \times n} \): A user-item feedback matrix. \( m \) represents the number of users, and \( n \) represents the number of items. In the implicit feedback case, the value of an entry is either 1 (observed interaction) or 0 (no interaction).
- \( Y \in \mathbb{Z}^{m \times h} \): A user-keyphrase matrix. Keyphrases are user-generated metadata, typically a single word or a short phrase. The value of an entry represents the frequency of keyphrase \( l \) used by user \( i \).
- \( X \in \mathbb{R}^{n \times d} \): Item representation matrix. \( x_j \) denotes the latent representation vector of the \( j \)th item learned from \( R \).
- \( K \in \mathbb{R}^{h \times d} \): Keyphrase representation matrix. \( h \) represents the number of keyphrases in the metadata. \( k_l \) denotes the latent representation vector of the \( l \)th keyphrase learned from \( Y \).
- \( P(U(i)) \): The distribution over the latent embedding of user \( i \), which serves as our probabilistic belief in the preferences of user \( i \). The user representation \( u \) is sampled from \( P(U(i)) \), i.e. \( u \sim P(U(i)) \).
- \( P(R(i) \mid u, x_j) \): A conditional distribution of a scalar item utility continuous random variable \( R(i) \) given user representation \( u \) and item representation \( x_j \).
- \( P(Y(i) \mid u, k_l) \): A conditional distribution of a scalar keyphrase preference continuous random variable \( Y(i) \) given user representation \( u \) and keyphrase representation \( k_l \).

3.2 Preference Elicitation for Recommendation

In a static recommendation task (where data is not dynamically collected), latent factor models produce a recommendation score for each user and item through a scoring function

\[
\hat{r}_{ij} = f(x_j, u(i)),
\]

where the user representation \( u(i) \) and item representation \( x_j \) are learned from the historical interactions matrix \( R \).

However, in interactive (conversational) recommendation tasks, a user’s preferences are often uncertain initially and can vary from session to session. For handling dynamically evolving user preference beliefs, previous works \([14, 19, 31]\) explicitly model a probabilistic distribution \( P(U(i)) \) over user \( i \)’s preferences. By actively querying the user, the recommender system can incrementally maintain an updated belief over a user’s immediate preferences.\(^2\) This updated preference belief can then be leveraged to produce personalized recommendations and refine follow-up questions.

In the literature, the aforementioned approach is referred to as Bayesian Preference Elicitation (Bayesian PE). We now proceed to review four fundamental concepts of Bayesian PE, following an established framework \([4, 33]\): namely, the user utility function, query type, belief update, and query strategy.

3.2.1 Utility Function. In the Preference Elicitation literature, the recommendation scoring function often acts as a utility function \( u(x_j; u(i)) \) that produces the utility of item \( j \) for user \( i \) based on the respective representations. As a concrete example, we can treat the scoring function in Equation 1 as a linear utility function

\[
u(x_j; u(i)) = x_j^T u(i).
\]

\(^2\)One caveat of traditional PE is that it often aims to constrain the range of user beliefs \( u \) to a unimodal distribution even though the user may have a multimodal distribution of preferences. Since our work is based on modern embedding-based matrix factorization models for recommendation, it is possible for our belief representation to simultaneously provide high probability to different latent dimensions representing distinct user interests.
In the probabilistic setting, since we maintain a user belief \( P(U(i)) \) instead of a deterministic vector \( \bar{u}(i) \), the utility of an item \( j \) for a user is computed in expectation:

\[
E_{P(U(i))} [u(x_j; u)] = \int_{u \sim U(i)} P(u) u(x_j; u) du
\] (3)

Correspondingly, the item with maximum expected utility given \( P(U(i)) \) is considered as it has the highest recommendation score:

\[
x^*_{P(U(i))} = \arg \max_{x_j \in \{1..n\}} E_{P(U(i))} [u(x_j; u)]
\] (4)

3.2.2 Query Type. Asking precise questions is critical for the interactive recommender system to minimize the cognitive burden on a user. In order to control the query quality, existing works often concentrate on specific query types \( Q \) (cf. [10, 14, 28, 33, 35]). In particular, the pairwise comparison query [10, 14, 28] asks either-or questions, whereas the slate query [33, 35] asks multiple choice questions. While the query type used in the literature varies based on the user belief updating mechanism, most existing works construct their preference queries on the item space. In other words, queries are directly related to knowledge and preference over a subset of items.

3.2.3 Belief Update. Given a user response \( a^q \) to the question \( q \in Q \), the interactive recommender system can update its estimation of user preferences by incorporating the new information through Bayesian updating. Formally, the density of user belief \( P(U(i) = u) \) or \( P(u) \) in short, is updated to its posterior density \( P(u|a^q, q) \) as follows:

\[
P(u|a^q, q) = \frac{P(a^q|q, u) P(u)}{\int_{\bar{u}(i)} P(a^q|q, \bar{u}) P(\bar{u}) d\bar{u}}
\] (5)

The system calibrates the belief distribution through a sequential learning process [34]. With each step of interaction between the user and the recommender system, the system should incrementally improve its certainty in the user’s preferences. That is to say, the belief will be updated as the dialog interaction between user and system unfolds, and we use \( P_t(U(i)) \) to denote the user’s belief after an interaction at time step \( t \).

3.2.4 Query Strategy. While collecting user responses for an arbitrary preference query should typically improve the certainty of utility estimation for at least one item, we are interested in looking for an optimal query that contributes most to a user belief update at each iteration that ultimately leads to a good final recommendation in expectation.

Existing works in the literature suggested various criteria for good questions. For research under the Expected Value of Information (EVOI) paradigm [4, 14, 16, 33], the best query is the one that optimizes posterior expected utility. Based on the requirements of the tasks, the query selection process could be either myopic [14, 33] or sequential [4]. In contrast, for methods based on Information Theory, the best query is the one that maximizes information gain. In particular, active learning style queries [10, 39] belong to this category and inspire our query strategy approach.

4 METHODOLOGY

As mentioned above, most of the existing works build up their query set \( Q \) on the item space. Such queries pose judgment difficulty for users with limited knowledge of the items and impose a significant cognitive burden if there are a large number of queried items or they are difficult to distinguish.

In this work, we leverage a Bayesian preference elicitation model based on queries in a keyphrase space with simple binary response queries. Compared to queries over the item space that the user may not be familiar with, users are generally more comfortable judging keyphrase descriptions [24]. Hence, we provide a novel methodology for performing
efficient and closed-form belief updates on a user’s latent preferences through a two-headed latent factorized Bayesian model (one head for item preference predictions, the other for keyphrase preference predictions) that allows us to co-embed item and keyphrase preferences; the resulting Bayesian model then conveniently dovetails with established methodology for preference elicitation strategies.

In the following subsections, we split our description of the proposed model into two phases. In phase 1, we describe a probabilistic graphical model that establishes a foundation for the keyphrase-based probabilistic elicitation. In phase 2, we introduce our PE approach. Specifically, we show 1) how to update the user belief by interacting with keyphrase-based queries and answers, and 2) how to propose questions to the user so that the user belief update is effective and efficient.

4.1 Phase 1: Probabilistic Model Representation

A fundamental assumption in modern embedding-based recommender systems is that rating and review observations are consequences of interacting latent factors relating to user preferences, item properties and the semantic meaning of keywords [15, 17]. We can formalize such assumptions in a latent probabilistic graphical model as shown in Figure 2.

In this generative graphical latent factor model, a latent user representation \( u^{(i)} \) and latent item representation \( x_j \) combine via inner product to generate a Normal distribution over observed feedbacks \( R^{(i)} \) for all items \( j \).

Formally,
\[
P(R^{(i)} | u^{(i)}, x_j) = \mathcal{N}(x_j^T u^{(i)}, \beta_R^{-1}),
\]
where precision \( \beta_R \) is a constant.

Similarly, a latent user representation \( u^{(i)} \) and latent keyphrase representation \( k_l \) combine via inner product to generate a Normal distribution over the “strength” \( Y^{(i)}_l \) of each keyphrase \( l \) expressed by \( i \)’s preferences. Formally,
\[
P(Y^{(i)}_l | u^{(i)}, k_l) = \mathcal{N}(k_l^T u^{(i)}, \beta_Y^{-1}),
\]
where precision \( \beta_Y \) is a constant.

\footnote{In this work we adopt a probabilistic linear model with Gaussian observation noise as (i) existing MF models also have implicit Gaussian assumptions that aim to minimize mean squared error [20] and (ii) computationally convenient and closed-form for Bayesian inference.}
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We use a zero-mean spherical Gaussian for the prior latent user representation \( u^{(i)} \):

\[
P(U) = P_0(U) = N(0, \beta_U^{-1} I),
\]

where precision \( \beta_U \) is a constant. Here, we omit superscript \( (i) \) as the uninformed belief is identical for every user. We also remark that this prior is identical to the system’s belief \( P_t(U) \) in the user’s latent representation at time step \( t = 0 \).

Given the above Normal definitions, we can infer that the posterior distribution over a user \( i \)'s latent representation \( u^{(i)} \) at any time step \( t \) (with corresponding evidence set) must be a multivariate Normal distribution:

\[
P_t(U^{(i)}) = N(\bar{u}_t^{(i)}, \Sigma_t^{(i)}),
\]

where the vector \( \bar{u}_t^{(i)} \) and matrix \( \Sigma_t^{(i)} \) respectively denote the mean vector and covariance matrix of the posterior.

While both \( x_j \) and \( k_l \) could be represented as random variables and updated along with the user belief, we note it is unnecessary in most practical settings since the semantic meaning of items and keyphrases are usually shared across users. Thus, in this work, we freeze \( x_j \) and \( k_l \) once they are generated by the coembedding process (discussed next) and thus focus solely on updating the posterior Normal user belief distribution \( P_t(U^{(i)}) \) during the PE conversation. This update happens to be a simple, closed-form computation since all random variables are Normally distributed.

4.2 Item and Keyphrase Representation Coembedding

Here, we design a simple but efficient, closed-form coembedding algorithm to learn fixed item \( x_j \) and keyphrase \( k_l \) embeddings shared across all users as previously described.

We begin by noting that Figure 2 is a probabilistic graphical latent factor model in the style of state-of-the-art matrix factorization methods [11, 20, 31]. Indeed, there are actually two matrix factorizations implicit in this model and reflected in the means of Equations 6 and 7. Because we only need \( x_j \) and \( k_l \) as fixed vectors, it would almost suffice to simply compute respective matrix factorizations for the user-item data matrix and the user-keyphrase data matrix. The caveat is that we actually need to share a common user embedding \( u^{(i)} \) to obtain compatible coembeddings for both \( x_j \) and \( k_l \) with \( u^{(i)} \). However, this can be easily done in a two-step process.

Specifically, we first decompose the user-item matrix \( R \) into two low-dimensional user and item latent matrices \( \hat{U} \) and \( X \) through a truncated Single Value Decomposition (SVD) inspired by the PureSVD [11] recommendation method:

\[
R \approx \hat{U} \Sigma V^T \quad \text{and} \quad X = V \Sigma^T.
\]

Then, we can minimize a linear regression objective to approximate the mapping from a user’s latent representation to their observed keyphrase usage:

\[
\arg \min_K \sum_t (y_t^{(i)} - \hat{u}_t^{(i)} K^T)^2 + \lambda \|K\|_F,
\]

where we note that the parameters \( K \) are the keyphrase embedding matrix. Here, \( \hat{u} \) represent "anchor" embeddings to ensure mutual compatibility and alignment of item and keyphrase latent representations with user embeddings \( \hat{u} \).

4.3 Phase 2: Belief Updating

Now we describe how the Bayesian PE system refines user beliefs using both item history and keyphrase queries.

4.3.1 Item-based Bayesian Linear Regression. Before elicitation begins, the system should compute an informed posterior distribution for a user’s long-term preferences (equivalently, a warm-start informed prior for PE) based on their previous item history in \( X \). Let \( r^{(i)} \in \mathbb{Z}^m \) denote a vectorization of user \( i \)'s feedback over all observed interactions in \( X \) (e.g.,
a vector of ordinal ratings for explicit feedback, or a binary vector in case of implicit feedback). Then the posterior density over the user’s long-term preferences is
\[
P_1(u) = P(u|X, r^{(i)}) \propto P(r^{(i)}|X, u)P_0(u) \tag{12}
\]
where the likelihood of \( r^{(i)} \) was given in Equation 6. Since both the likelihood and prior are Gaussian distributions and form a conjugate prior-likelihood pair, the posterior distribution is also Gaussian with the following form:
\[
P_1(u) = N(\bar{u}_1, \Sigma_1) \tag{13}
\]
where
\[
\bar{u}_1(i) = \beta R \Sigma_1^{-1} X^T r^{(i)} \tag{14}
\]
and
\[
\Sigma_1 = \beta R X^T X + \beta U I. \tag{15}
\]

4.3.2 Keyphrase-based Sequential Belief Updating. Starting with the previously computed posterior over long-term preferences, the system should now generate sequential preference elicitation queries for the current user session. Detailed query strategies are covered in the following section. Here, we describe how the system performs a Bayesian update of user beliefs based on user responses to keyphrase-based preference queries (i.e., not item preference feedback).

The proposed model performs Bayesian preference elicitation on the keyphrase space with a binary response, i.e., given a query \( q \), the user response to the system is limited to the form of \( a_q \in \{ \text{yes} (\text{preferred}), \text{no} (\text{not preferred}) \} \).

While there may be benefits in allowing more elaborate natural language user responses, this significantly complicates the machine’s interpretation of the user’s intent. Hence, we intentionally focus on an unambiguous binary response setting in this work to focus our investigation on the ability to select informative keyphrases for preference elicitation.

In order to handle the user response efficiently, we propose the following simple mechanism for instantiating the observed keyphrase “strength” based on the binary response:
\[
\tilde{y}_l = \begin{cases} 
\tau & a_q^l = \text{yes} \\
0 & a_q^l = \text{no}
\end{cases}
\tag{16}
\]
Here \( \tau > 0 \) is an integer hyperparameter chosen empirically to match the “strength” of item-based feedback.

Once the system receives a user response and corresponding keyphrase preference \( \tilde{y}_l \), we can then update the user’s belief as in 12:
\[
P_{t+1}(u) = P_{t+1}(u|k_l, \tilde{y}_l) \propto P_t(\tilde{y}_l|k_l, u)P_t(u), \text{ where } t \geq 1 \tag{17}
\]
Notably, the posterior distribution is also Gaussian and can be computed incrementally in closed-form as follows:
\[
P_{t+1}(U^{(i)}) = N(\tilde{u}_{t+1}^{(i)}, \Sigma_{t+1}^{(i)}) \tag{18}
\]
where
\[
\tilde{u}_{t+1}^{(i)} = \Sigma_{t+1}^{(i)} \tilde{u}_{t}^{(i)} + \tilde{y}_l \beta_y k_l \tag{19}
\]
and
\[
\Sigma_{t+1}^{(i)} = (\Sigma_t^{(i)} + \beta_y k_l k_l^T)^{-1}. \tag{20}
\]

4.3.3 Relationship Between Precisions. The two likelihood precisions \( \beta_R \) and \( \beta_Y \) introduced earlier play a critical role in Bayesian updating, as those indicate the system’s degree of confidence in how precise each observed datum is.
Technically, the larger the precision is, the more the system leverages the information when it updates user beliefs. In equation 19 and 20, for instance, \( \beta_Y \) is the weight of \( k_l \) and determines how much it would be reflected in \( \bar{u}_t(i) \) and \( \Sigma_t(i) \). Similarly, \( \beta_R \) is the weight of \( X \) in equation 14 and 15.

For recommendation performance, it is crucial to set these hyperparameters to reflect the relative importance of each type of feedback. For example, \( \beta_Y \) could be set higher than \( \beta_R \) when the user’s item history is out-of-date.

4.4 Query Selection

Now we describe how the predictive keyphrase distribution is utilized to select queries that not only minimize the uncertainty of a user’s belief but also consider the user’s most likely top preferences.

4.4.1 Predictive Keyphrase Preference Dist. Full Bayesian inference makes predictions by averaging over all likely explanations under the posterior distribution. We calculate the predictive distribution of keyphrase usage for user \( i \) as follows:

\[
P_i(t)(Y_l) = \int_{\mathcal{U}^{(i)}} P(Y_l|u,k_l)P_t(u)du
\]

which yields the following Gaussian distributions:

\[
P_i(t)(Y_l) = \mathcal{N}(k_l^T \bar{u}_t(i), \beta_Y^{-1} + k_l^T \Sigma_t(i) k_l)
\]

The mean and variance of this distribution respectively represent the predicted mean (expectation) of user \( i \)’s preference for keyphrase \( l \) and its confidence in this prediction.

4.4.2 Entropy Search. In the preference elicitation context, we aim to estimate a user’s preferences by incrementally reducing the model uncertainty in the user belief \( P(U^{(i)}) \). To this end, maximizing information gain in the form of

\[
IG_{t+1}^{(i)} = \max \mathcal{H}_t^{(i)} - \mathcal{H}_{t+1}^{(i)}
\]

is probably the most well-known approach [9], where the uncertainty of the user belief is an entropy term

\[
\mathcal{H}_t = -\int_{\mathcal{U}^{(i)}} P_t(u) \ln P_t(u)du
\]

As \( P_t(U^{(i)}) \) is a Gaussian distribution, entropy has an analytical closed-form solution such that:

\[
\mathcal{H}_t^{(i)} = \frac{1}{2} \ln ((2\pi e)^d |\Sigma_t^{(i)}|)
\]

where the entropy is a function of covariance matrix \( \Sigma_t^{(i)} \). Here, \( d \) is the dimension of the latent space.

According to Equation 20 and the rank-one update property of determinants, we note the information gain could be compactly computed as:

\[
IG_{t+1}^{(i)} = \frac{d}{2} \ln (1 + \beta_Y + k_l^T \Sigma_t^{(i)} k_l)
\]

Overall, maximizing the information gain is equivalent to looking for the keyphrase \( l \) that maximizes the term \( k_l^T \Sigma_t^{(i)} k_l \).

In addition, according to Equation 22, this also intuitively indicates that we can select the query keyphrase whose distribution has the maximum variance (uncertainty) for the user.

4.4.3 Upper Confidence Bound. While entropy search is the (myopically) optimal solution to reduce overall uncertainty, it does not necessarily narrow down the top candidates for final recommendation that are the primary goal of the preference elicitation procedure.
To address this deficiency of entropy, the Upper Confidence Bound (UCB) \[1\] is an alternative query selection strategy. Compared to entropy search, the UCB function maintains exploitation \( \mu_i(t) (Y_l) \) and exploration \( \sigma_i(t) (Y_l) \) terms explicitly such that:

\[
UCB_i(t) (Y_l) = k_T \tilde{u}_i(t) + \eta (\beta Y + k_T \Sigma_{Y} (k_l)) \mu_i(t) (Y_l) - k_T \Sigma_{Y} (k_l) \sigma_i(t) (Y_l)
\]

(27)

where \( \eta \) is a relative weighting hyper-parameter. Algorithm 1 demonstrates the query selection strategy of UCB.

As an alternative method, PE systems use Thompson sampling (TS) \[8\], a stochastic variant of UCB where the system draws a sample from each predictive distribution and chooses the maximum. Both UCB and TS tend to strategically select the keyphrase with the highest upper confidence bound in their search for the most preferred keyphrases that we conjecture should in turn provide information about a user’s top item preferences.

Algorithm 1 Query selection using UCB

1. \( P_1(U) \): prior belief over \( U \)
2. for elicitation process \( t \in range(0, T) \) do
3. Form \( P_t(Y_l) \) for unmeasured \( l \in \{1..h\} \)
4. Choose \( k_l \) s.t. \( \arg \max_l UCB_l(Y_l) \)
5. Using \( P_t(U), k_l, \tilde{y}_l \), update belief to \( P_{t+1}(U) \)

5 EXPERIMENTS AND EVALUATION

In this section, we evaluate our proposed model through four experiments over three real-world datasets in order to answer the following four research questions:

- **RQ1**: Of the proposed keyphrase query selection strategies, which learns user preferences the fastest?
- **RQ2**: Does warm-starting with the user’s informed initial belief have an impact on overall elicitation performance?
- **RQ3**: How does the hyperparameter setting of the keyphrase likelihood precision \( \beta Y \) (with a fixed item precision \( \beta_R \)) affect performance?
- **RQ4**: Anecdotally, do the keyphrase embeddings learned from Equation 11 in our framework capture the semantic similarity between keyphrases in a way that should facilitate generalization from elicited feedback?

5.1 Datasets

We conduct experiments on three datasets: Hetrec-LastFM (LastFM) for music artist recommendation, MovieLens-20M (MovieLens) for movie recommendation, and Yelp for business recommendation. All datasets have natural language-based keyphrase description assignments of items provided by each user. MovieLens and LastFM datasets contain social tags, typically single words or short phrases, that users have assigned to individual movies or artists. For Yelp, we follow the preprocessing steps described in \[17\] to extract restaurant preference and keyphrase data for Toronto, Canada.

We only keep keyphrases that have been assigned by at least 10 users/items for the MovieLens dataset, and at least 3 users/items for datasets with relatively fewer users, i.e. Yelp and LastFM \[2\].

We evaluate and tuned hyperparameters using 5-fold cross-validation. For every non-test split, we divide the data in the ratio of 7:3 for the training and validation set. Table 1 provides a summary of the datasets.
Bayesian Preference Elicitation with Keyphrase-Item Coembeddings
for Interactive Recommendation
UMAP ’21, June 21–25, 2021, Utrecht, Netherlands

Table 1. Summary of datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Users</th>
<th># Items</th>
<th># keyphrases</th>
<th># Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens</td>
<td>283,201</td>
<td>38,378</td>
<td>4,004</td>
<td>27,631,505</td>
</tr>
<tr>
<td>LastFM</td>
<td>1,890</td>
<td>11,424</td>
<td>1,153</td>
<td>85,653</td>
</tr>
<tr>
<td>Yelp</td>
<td>2,191</td>
<td>7,356</td>
<td>234</td>
<td>148,569</td>
</tr>
</tbody>
</table>

Table 2. Hyperparameters tuned on the experiments.

<table>
<thead>
<tr>
<th>Name</th>
<th>Functionality</th>
<th>MovieLens</th>
<th>LastFM</th>
<th>Yelp</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_u$</td>
<td>Uninformed user precision</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>$\beta_R$</td>
<td>Item precision</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>$\beta_Y$</td>
<td>Keyphrase precision</td>
<td>10</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>L2 Regularization</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Weight in UCB</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Maximum value of user’s past keyphrase preference</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>$d$</td>
<td>Latent dimension</td>
<td>200</td>
<td>50</td>
<td>50</td>
</tr>
</tbody>
</table>

5.2 Simulation for Multi-step Elicitation

Because preference elicitation is a dynamic process, we simulate a conversational session for each observed interaction between users and items as done in prior elicitation and interactive recommendation work [14, 32, 33, 38]. Specifically, given an observed user–item interaction $(u, i)$ in the test set, we treat $i$ as the ground truth target item to seek and treat its keyphrases $k$ as the corresponding keyphrases preferred by the user in this session. In simulation, user $u$ will respond positively to the binary preference query of any $k$, whereas queries for irrelevant keyphrases will receive a negative response. The target item during evaluation simulations has never been seen by the user in the training data.\(^4\)

For every experiment, we show algorithm performance over a trial length of 10 queries. It is important to note that this is not a suggestion that preference elicitation should proceed for 10 queries in practice, but rather that we are interested in empirically evaluating algorithm performance (and potentially diminishing returns over time) at all possible stopping points ranging from 0 queries up to 10 queries. We remark that in practice, external constraints like time limits or user-initiated directives will often terminate the interaction process.

Training data is used for co-embedding item and keyphrase representations and the initial warm-start user belief update based on item history. Table 2 shows the hyperparameters used in these experiments. We measure recommendation quality using Hit Ratio (HR@$k$) with 95% confidence intervals (CI).

5.3 RQ1: Performance Comparison

The left column of Figure 3 shows the HR@$10$ comparison between the following query selection strategies: exploitation-only ($Mean$, a.k.a., greedy search), exploration-only ($Var$, a.k.a., entropy search), Thompson Sampling ($TS$) and Upper Confidence Bound UCB. We also compare these with two baselines: Random query and keyphrase popularity ($POP$, keyphrase queries are selected in descending order of popularity according to frequency of usage).

Results indicate that on every dataset, UCB results in the most stable performance improvements, generally matching or outperforming all other methods. Random performs poorly as expected and TS shows similar performance to \(^4\)This underscores why we cannot compare to item-based queries. As argued in the introduction, it is difficult for a user to judge previously unseen items, while they are generally able to judge keyphrase item descriptions used for the preference queries in this work.
Random on account of the inherently high posterior uncertainty in the presence of few keyphrase observations. The greedy exploitation-only strategy of Mean performs moderately well on MovieLens and LastFM (but not Yelp), while the exploration-only Var method performs well on Yelp. One possible hypothesis for the comparable performance of UCB and Var on Yelp is that since there is a well-known bias towards high ratings in Yelp, it is possible that the mean information used by UCB was relatively uninformative (nb. Mean did not outperform Random on Yelp) and hence only the variance leveraged by both methods was informative for exploration. It is also useful to note that the performance of a standard user-item matrix factorization model without any preference elicitation corresponds to step 0 (for all methods).

The right column of Figure 3 shows a performance comparison on HR@k for different k after the 10th interaction. As discussed previously, UCB generally outperforms for every k on each dataset. This validates our hypothesis that jointly choosing high uncertainty and highly promising keyphrases leads to user belief updates that improve final recommendation performance the most.
5.4 RQ2: Prior Belief Warm-start Initialization

The left column of Figure 4 shows the HR@10 comparison between different warm-start prior initialization strategies during the interactive session using UCB as the query strategy. Warm-start uses an informed prior that reflects the user’s long-term item preference history as previously described. The other two methods are non-personalized: Zero-init initializes the prior mean with a zero vector, while the average over all user vectors (the non-personalized “average user”) is used as the initial mean in AVG-init. The graph clearly indicates that our proposed warm-start method outperforms non-personalized methods by starting with the most informed recommendation at Step 0; while the warm-start approach dominates for all time steps, the influence of the prior gradually decreases as the interaction between user and system unfolds; this suggests that the UCB query strategy should also be effective for the cold-start setting. In MovieLens, non-personalized approaches show almost the same performance by step 10 while the difference still exists in LastFM (and Yelp, though the difference is relatively small). This indicates that in Yelp and especially LastFM, the user’s previous history still plays a significant role whereas preferences in MovieLens may be more ephemeral.
Table 3. Example keyphrase and top-5 similar keyphrases according to cosine distance as learned on each dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Keyphrase</th>
<th>Top-5 Similar Keyphrases (Cosine Similarity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens</td>
<td>social commentary</td>
<td>loneliness, depressing, stylized, political, thought-provoking</td>
</tr>
<tr>
<td>Family</td>
<td>futuristic</td>
<td>thriller, assassination, cia, assassin, spying</td>
</tr>
<tr>
<td>Last.fm</td>
<td>j-pop</td>
<td>sci-fi, future, dystopia, artificial intelligence, dystopic future</td>
</tr>
<tr>
<td>Hard rock</td>
<td>hard rock, nu metal, heavy metal, alternative rock, trash metal</td>
<td></td>
</tr>
</tbody>
</table>

5.5 RQ3: Tuning Keyphrase Precision for Belief Update

The right column of Figure 4 analyzes how different keyphrase precision $\beta_y$ values affect elicitation performance (vs. fixed item precision $\beta_R = 0.01$) when using UCB. This plot indicates that tuning $\beta_y$ is critical for improving the effectiveness of the elicitation process. In MovieLens, it performs best when keyphrase precision is 1,000 times larger than item precision, but for LastFM and Yelp, the best performance is achieved when keyphrase and item precision have the same value. Compared to Yelp, in LastFM, performance decreases sharply as the keyphrase precision increases (or the item precision decreases relatively). This can be interpreted in the same vein as the result of Section 5.4, where previous item history plays a relatively important role in LastFM (and in Yelp, though not as important as in LastFM) compared to MovieLens.

5.6 RQ4: Anecdotal Evaluation of Keyphrase Embeddings

Table 3 shows a sample of empirical results on the keyphrase embedding similarity task. We set each row of $K$ (learned from Equation 11) as the representation for the keyphrase and retrieve the most similar keyphrases via cosine similarity. While anecdotal, these results clearly demonstrate that the learned keyphrase embeddings capture semantic similarity and hence should facilitate the generalization of elicited feedback over related keyphrase queries.

6 CONCLUSION

We introduced a novel keyphrase-based Bayesian preference elicitation (PE) framework for interactive (conversational) recommendation that coembeds user, items, and keyphrase descriptions in the same space. It allows efficient, closed-form Bayesian updating over user preferences for both items and keyphrases, thus enabling a variety of keyphrase-based Bayesian PE variants based on this underlying framework. Key results show that our proposed model with a UCB query strategy and warm-start prior from previous user history provides strong recommendation performance improvements with each round of keyphrase elicitation.

There are many interesting problems for future exploration in this keyphrase-based Bayesian PE framework. For example, we can investigate improvements to the Bayesian framework itself. While it would require a significant computational overhead in comparison to the current closed-form, efficient Bayesian updating framework, a deep Bayesian framework [3, 29] could provide a more expressive framework for Bayesian modeling of user preferences. In a different vein, we could investigate deeper knowledge-based methods such as knowledge graphs [21, 36] as a means of querying a large semantic variety of natural language feedback (e.g., favorite genres, actors, and directors for movies) and relating them all in a latent embedding space. While such extensions would be very challenging, they could further enhance future natural language PE recommendation interfaces based on the foundational keyphrase-based PE methods proposed in this work.