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Social media platforms such as Twitter or StockTwits are widely used for sharing stock market opinions
between investors, traders, and entrepreneurs. Empirically, previous work has shown that the content posted
on these social media platforms can be leveraged to predict various aspects of stock market performance.
Nonetheless, actors on these social media platforms may not always have altruistic motivations and may
instead seek to influence stock trading behavior through the (potentially misleading) information they post.
While a lot of previous work has sought to analyze how social media can be used to predict the stock market,
there remain many questions regarding the quality of the predictions and the behavior of active users on these
platforms. To this end, this paper seeks to address a number of open research questions: Which social media
platform is more predictive of stock performance? What posted content is actually predictive, and over what
time horizon? How does stock market posting behavior vary among different users? Are all users trustworthy,
or do some user’s predictions consistently mislead about the true stock movement? To answer these questions,
we analyzed data from Twitter and StockTwits covering almost 5 years of posted messages spanning 2015 to
2019. The results of this large-scale study provide a number of important insights among which: (i) StockTwits
is a more predictive source of information than Twitter, leading us to focus our analysis on StockTwits; (ii) on
StockTwits, users’ self-labeled sentiments are correlated with the stock market but are only slightly predictive
in aggregate over the short-term; (iii) there are at least three clear types of temporal predictive behavior for
users over a 144 days horizon: short-, medium-, and long-term; and (iv) consistently incorrect users who are
reliably wrong tend to exhibit what we conjecture to be “bot-like” post content and their removal from the
data tends to improve stock market predictions from self-labeled content.
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1 INTRODUCTION
The emergence of social media platforms in the mid-2000s and the expansive growth of a large
active user population has enabled users to freely express their opinions [1] and thus modeling and
predicting various events such as natural disasters [2–5], election outcomes [6, 7], traffic flow [8],
public health [9, 10], public event attendance [11], and even the stock market [12].
Long before the advent of social media, stock market price movement prediction has been an

active field of research for investment purposes. The stakes certainly cannot be ignored. In 2019
alone, USD 1,452 billion of assets were traded monthly on the New York Stock Exchange only — a
number that has doubled in the past 10 years1. The use of a variety of information sources to predict
the stock market is supported by the “efficient market hypothesis”, which posits that investors act
on all information available to move the stock price to its true valuation [13]. Broadly construed,
this idea has motivated a wide variety of previous research aiming to use social media to predict
the stock market [12, 14–25].
While previous work has focused on stock market prediction itself, we argue that less work

has analyzed more nuanced aspects of social media stock market discourse such as the temporal
horizon of a user’s predictions and associated post content, nor has much work analyzed apparent
“consistently incorrect” prediction behavior of users and their characteristics. To this end, this work
aims to analyze these user-centric aspects of stock market prediction from social media by asking
the following progression of research questions:

• RQ1: Are users’ self-labeled2 stock movement sentiments sufficient for accurate stock market
prediction? Here, our goal is not to develop a novel methodology but instead to perform a data
science measurement analysis to understand the accuracy of users’ self-labeled predictions.

• RQ2: Is other post content (e.g., word and emoji usage) more predictive than the self-labels?
Can machine learning uncover this? Similar to RQ1, we are not concerned with building a
state-of-the-art machine learning model for predicting the stock market from social media,
but rather simply to understand what user content is predictive of the stock market.

• RQ3: Are different users better for predicting stock movements at different time horizons? If
yes, is there particular content in posts that earmarks them for different predictive horizons?

• RQ4: Due to the massive financial stakes involved, are there consistently incorrect actors
who seem to (intentionally) mislead? Can we identify “consistently correct” and “consistently
incorrect” users as well as distinguishing characteristics in their posts?

• RQ5: Does restricting data to the subset of trustworthy users allow us to make more accurate
predictions from self-labeled sentiments?

To answer these questions, we analyze social media data from Twitter and StockTwits covering
almost 5 years of posted messages involving cashtags (i.e., ticker symbols preceded by a $) for
stocks spanning 2015 to 2019. Then we build different classifiers to identify upward and downward
stock price movements over different time horizons to predict movements up to 144 days (over 4
months) in the future.

We first empirically demonstrate that self-labeled stock sentiment features alone may be corre-
lated with stock price movements — but only weakly, and with a short predictive time horizon.
We next train machine learning methods to predict stock price movements on historical data

1https://finance.yahoo.com/
2We use the official terminology of StockTwits “self-labeled” sentiment, which refers to a feature that allows users to
self-label their posted messages using a social sentiment indicator. This is achieved via a simple toggle on the StockTwits
message box that allows users to communicate their view, Bullish or Bearish, on any specific asset or the market as a
whole. For example, the post “$TSLA Why would anyone buy today knowing tomorrow could be the biggest drop, in the market
this year?” (https://stocktwits.com/Stinger__/message/465939805) is labeled as Bearish towards Tesla stock by its author.
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leveraging all content of a social media post. We evaluate this predictor on test data not used during
training. We observe a significant boost in prediction accuracy, indicating that there is useful latent
information in tweets beyond users’ self-labeled stock movement sentiments. We further observe
that predictors trained and evaluated on StockTwits data perform better than those for Twitter data.
Based on these observations, we primarily focus on StockTwits for the remainder of our analysis.

We next analyze users in terms of the temporal horizon of their predictiveness. Here we clearly
identify at least three types of temporal predictive horizon over 144 days: short-term (< 20 days),
medium-term (60-100 days), and long-term (> 100 days). In general, we observe that the most
reliable predictions are in the short-term and furthermore that the post content most strongly
associated with different temporal prediction horizons changes with the predictive horizon.
Last but not least, we perform an analysis to identify the most “consistently correct” and al-

ternately the most “consistently incorrect” users, identified respectively by the agreement and
disagreement of their self-labeled predictions of stock movements and the actual stock market
movement. We observe that the most “consistently correct” users and the most “consistently in-
correct” users are distinguished by very different social media post content, which we conjecture
may indicate that the most “consistently incorrect” users could be bots. By removing the most
“consistently incorrect” users identified from training data, we demonstrate improvements in stock
prediction performance from self-labeled content of the remaining users on held-out test data.
In summary, this article provides a novel user-centric behavioral analysis of stock market pre-

dictions on social media that unveils a rich and varied mixture of user predictiveness, temporal
horizon accuracy, and trustworthiness. However, it is important to reiterate that our intent here is
not to prescribe novel technical methodologies for predicting the stock market, but rather simply
to describe user behavior and the predictiveness of user content in social media discourse on the
stock market. Nonetheless, this descriptive analysis reveals a complex ecosystem of user behaviors
that we suggest should be carefully considered when prescriptively leveraging social media for
stock market forecasting.
The rest of this paper is organized as follows: Section 2 covers related work and puts our work

in perspective. Section 3 describes the data and the set of stocks used for this analysis. We conduct
basic analysis on our data in Section 3. In Section 4 we describe the general methodology we use
for learning stock prediction classifiers. In Section 5 we discuss the results of our user-centric
analysis for stock market prediction. Finally, in Section 6 we conclude and suggest future research
directions.

2 RELATEDWORK
Stock market prediction has a long and rich history of research development due to the potential
financial gains involved. Historical works were often based on the efficient-market hypothesis [13]
that assumes investors act on all information available tomove the stock price to its true valuation. In
a separate vein of thinking, randomwalk theory [26, 27] suggests that changes in stock prices happen
because of unpredictable news and other events, thus exhibiting random walk characteristics.

From a prediction perspective, many specialized techniques have been developed and are mainly
divided into two categories: fundamental analysis and technical analysis (charting). The former
approach studies a company’s past performance as well as the credibility of its accounts [28, 29],
whereas the second approach seeks to determine the future price of a stock based solely on the
trends of the past price [30–32]. However, with the emergence of social media platforms and
motivated by the efficient-market hypothesis, researchers have started to investigate social media’s
predictiveness of the stock market by proposing new technological solutions.
First, we note that most research has restricted predictions to a limited number of stocks or

indices, the DJIA index in [33], 5 stocks in [14], 18 stocks in [20], 24 stocks in [34], and a somewhat
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larger analysis of 420 stocks in [15]. In this work, we perform a large-scale analysis of data for one
thousand stocks.

Second, we remark that most of the research has focused on exploring the use of generic platforms
such as Twitter [14, 18, 20, 23, 33, 35], Facebook [36, 37], or Reddit [38, 39], and other works have
focused on specialized platforms such as StockTwits [15, 19, 40–45]. In this work, we explore
and compare the predictiveness of both a general platform (Twitter) and a specialized platform
(StockTwits) for which we have five years of data over concurrent time spans.

Third, we observe that existing approaches on social media analysis for stock forecasting have
explored a specific time horizon with a large range of features including: topic features [14],
sentiment and opinion features [19, 20, 23], public mood [33], textual features [15, 22, 23], and
user statistical features [19]. We explore prediction leveraging all post content to understand what
content is predictive, and for what temporal horizon with an emphasis on a user-centric analysis.
Finally, we are not aware of prior work that has explicitly attempted to analyze “consistently

correct” and “consistently incorrect” user posting behavior as we explore in this work.

3 DATA DESCRIPTION
In this section, we provide a detailed description of the data we use for this analysis, including both
Twitter and StockTwits as well as the data of historical stock price.

Twitter data: Twitter has become an influential factor for financial markets in recent years because
of its large number of active users from the financial community [46]. The Twitter data used in this
paper covers 5 full years of posted messages spanning 2015 to 2019, for a total number of 27,100,092
English tweets posted by 1,044,704 unique users. Each tweet contains at least one cashtag (Ticker
symbol) that starts with the $ symbol, for a total number of 26,145 unique stocks mentioned.

We provide more detailed statistics of our Twitter data in Figure 1. In particular, we consider the
distribution of the number of users per number of posts in Figure 1a, which follows a heavy-tailed
power law distribution with exponent 2.13. Also, we show in Figure 1b the distribution of the
average post disparity per user, which similarly follows a power law distribution. We can observe
that there are some very active users, most likely bots, who tweet more frequently than one second;
the median is about 1 tweet every 11 days for a user. Finally, in Figure 1c we show the distribution
of the number of users per stock, which also follows a power-law distribution. The top three most
mentioned stocks are $AAPL (Apple stock), $TSLA (Tesla stock), and $FB (Facebook stock), which
have been respectively mentioned by 482,252, 476,449, and 356,772 unique users. Considering the
top 1,000 most discussed stocks, the median number of unique users who have mentioned a stock
is approximately 1,300.

StockTwits data: As we mentioned earlier, StockTwits is a microblogging platform specifically
designed for investors to communicate using similar features to those of Twitter. The StockTwits
data covers the same 5 year period of messages posted. The total number of messages is 28,839,476,
which were posted by 330,099 unique users. Each post contains also at least one cashtag that starts
with the $ symbol, for a total number of 12,785 unique stocks mentioned. We note that for roughly
the same number of posts as Twitter, we have three times fewer users. This demonstrates that the
StockTwits data is less sparse (more posts per user) as also evidenced by the lighter-tailed power
law distribution shown in Figure 1a with exponent 1.04. From this data, the StockTwits community
appears to be more active on a per-user basis than the general financial community on Twitter.
More statistics are shown in Figures 1b and 1c. We remark that the top three most discussed stocks
in our StockTwits data are $AMD (Advanced Micro Devices stock), $APPL (Apple stock), and $TSLA
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Fig. 1. Statistics of the StockTwits and Twitter data used in this paper. (a) Distribution of the number of
users per number of posts. (b) Distribution of average post disparity per users posting similar number of
messages. (c) Distribution of the number of users per stock.

(Tesla stock), which have been respectively mentioned by 546,228, 444,405, and 409,934 unique
users.

A distinguishing feature of StockTwits is that it allows users to self-label their posted messages
using a social sentiment indicator. This is achieved via a simple toggle on the StockTwits message
box that allows users to communicate their view, Bullish or Bearish, on any specific asset or the
market as a whole. Figure 2 shows the growth in total posts, bearish posts, and bullish posts. There
are three notable trends here: (i) the total number of messages keeps growing over time, indicating
that the platform is gaining in popularity, (ii) about 20-25% of posts are sentiment-labeled, and
(iii) there are in general more bullish posts than bearish posts indicating that users tend to be biased
towards a positive sentiment in the market.

Stock Market Data: We used Stock Market Data provided by Yahoo! Finance3. The data contains
historical price data of the 1,000 most traded stocks. These stocks correspond to the “Top 1,000
stocks” in the analysis of Figure 1c for Twitter and StockTwits. In order to illustrate the correlation
between social media content and the stock market valuation, we refer to Figure 3. Here, we show a
comparative analysis of the price of three different stocks (Apple, Netflix, and Amazon) with respect
to their respective ratio of #Bullish posts by #Bearish posts on StockTwits over the time horizon.
3https://finance.yahoo.com/
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Fig. 3. Price of stocks compared to the Ratio between #Bearish and #Bullish posts on StockTwits vs. time
(in years). We observe clearly that there is a mirror effect between the two lines indicating that an increase in
the #Bearish posts compared to #Bullish posts is followed by a drop in the stock price and vice versa.

We observe three trends here: (i) The three stocks always tend to increase over a long period of time
(the stock market tends to increase in general). (ii) The ratio of #Bullish posts by #Bearish posts
tends to have a high variance, which shows there can be a quick shift of users’ opinion over time,
most likely in reaction to market news. (iii) Most importantly, there is a mirror effect between the
price of a stock and its ratio of #bullish posts by #bearish posts over the time horizon (especially
during periods of price drop or stabilization), indicating an apparent mutual anti-correlation.
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4 CLASSIFICATION METHODOLOGY
In this section, we describe the formal framework we use for our analysis. We begin by describing
our notation and then our classification formulation. Next, we describe the data preparation
methodology for use by the machine learning classification algorithm. Finally, we provide a brief
description of the classification training methodology employed in this work.

4.1 Notation
We present our analysis and classification methodology using the following notation:

• 𝑢,𝑤, 𝑒, 𝑐: respectively a user 𝑢, a word𝑤 , an emoji 𝑒 , and a cashtag symbol 𝑐 (e.g., $GOOG,
$MSFT, $AMZN);

• 𝑑𝑐
4: a post that mentions the cashtag symbol 𝑐 . Each post has an author 𝑢, a timestamp, a set

of words, may contain one or more emojis, and maybe sentiment self-labeled by its author 𝑢
{1 (Bullish), 0 (Bearish)};

• 𝐷𝑐 = {𝑑𝑐,1, 𝑑𝑐,2, . . . }: a set of 𝑛 posts that mention the same cashtag 𝑐 , and in which each post
𝑑𝑐,𝑗 (for 𝑗 ∈ {1, . . . , 𝑛}) was issued during the same time window [𝑡𝑠 , 𝑡𝑒 ]. In this paper, we set
the size of this time window to 7 days;

• 𝐶 = {𝐷 (1)
𝑐 , . . . , 𝐷

(𝑚)
𝑐 }: a collection of𝑚 sets of posts all pertaining to cashtag 𝑐 collected at

disjoint time intervals;
Having now defined our notation, we proceed to describe our analysis methodology in detail.

4.2 The classification formulation
Our primary objective in this article is to understand user-centric behavior in stock market social
media discourse and how it relates to stock market prediction. In particular, given a set of posts
issued during a specific time window that mention a specific cashtag, we want to build a binary
classifier to predict the upward or downward movement of that stock in the market at a certain
point in time.
Formally, given a training set X of labeled sets of posts ⟨𝐷 (𝑖)

𝑐 , 𝑦
(𝑖)
𝑘
⟩ ∈ X, where 𝑦 (𝑖)

𝑘
∈ {0, 1} is a

binary label associated with 𝐷
(𝑖)
𝑐 to indicate whether the cashtag 𝑐 is moving upward or downward

in 𝑘 days from 𝑡𝑠 , we wish to train the function 𝑓𝑘 (𝐷𝑐 ) to estimate the probability 𝑝 (𝑦𝑘 = 1|𝐷𝑐 ),
i.e, the probability that the cashtag 𝑐 is moving upward in 𝑘 days from 𝑡𝑠 of 𝐷𝑐 . In this work, we
assume a content pooling approach for a set of posts 𝐷𝑐 , which comprises a data pre-processing
step consisting of merging all posts in 𝐷𝑐 together and modeling them as a single document.

4.3 Data preparation
Given our classification definition below, our goal here is to show how we construct and prepare
our data X of labeled posts ⟨𝐷 (𝑖)

𝑐 , 𝑦
(𝑖)
𝑘
⟩ ∈ X. Therefore, we will first depict how the sets of posts are

selected from the data (the Twitter or StockTwits data described earlier) and how they are labeled
using the stock market historical data. Then, we will describe the features used and the way we
temporally split the data into train, validation and test sets. This splitting step is critical in our
analysis of long-term generalization of the classifiers.

4.3.1 Extracting sets of posts: Preparing and preprocessing data is a critical step in any machine
learning project before tackling the problem at hand. Here, it consists of gathering and acquiring
the collection 𝐶 of sets of posts from the data. In brief, for each 7 day period between “01/01/2015”
and “31/12/2019”, and for each cashtag 𝑐 , we select all posts that mention the cashtag 𝑐 . Then, we

4𝑑 refers to a document in text classification jargon.
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consider only sets of posts in which the cashtag is mentioned in more than 500 posts. This latter
thresholding step aims to ensure that predictions for each 𝐷𝑐 leverage a broad set of user tweets.

4.3.2 Labeling set of posts: The next step consists of labeling the collection of a set of posts 𝐶 .
Specifically, we aim to assign a binary label 𝑦 (𝑖)

𝑘
for each set of post 𝐷 (𝑖)

𝑐 , which indicates that the
cashtag 𝑐 is moving upward or downward (respectively 1 or 0) in 𝑘 days from 𝑡𝑠 . We recall that 𝑡𝑠 is
the date associated to the earliest post in 𝐷

(𝑖)
𝑐 . We use the historical stock market data described

earlier for that goal.
When providing a ground truth label for our collection of sets of posts𝐶 , it is critical to note that

the stock market, as summarized by an index (e.g., S&P, DJIA), always tends to go up over a long
period of time as evidenced in Figure 4. In light of this observation, we are interested in assessing
user predictions relative to overall stock market performance.5 To accomplish this, we first estimate
the performance of the market as a whole using the S&P500 index from 𝑡𝑠 to 𝑡𝑠 + 𝑘 as follows:

Open Price = price of S&P500 at 𝑡𝑠
Close Price = price of S&P500 at 𝑡𝑠 + 𝑘 days
market_performance = Close Price - Open Price

Open Price

Similarly, we then estimate the performance of the stock 𝑐 on the same period from 𝑡𝑠 to 𝑡𝑠 + 𝑘
as follows: 

Open Price = price of 𝑐 at 𝑡𝑠
Close Price = price of 𝑐 at 𝑡𝑠 + 𝑘 days
c_performance = Close Price - Open Price

Open Price

Finally, if the performance of 𝑐 is higher than the performance of the market, we assume that 𝑐
is moving upward (1), otherwise, we assume that 𝑐 is moving downward (0).

At this point, we have described how we create the data X of labeled posts ⟨𝐷 (𝑖)
𝑐 , 𝑦

(𝑖)
𝑘
⟩ ∈ X using

the data. Next, we will describe what features are extracted from each set of posts.

5One could certainly analyze user predictions in an absolute sense, but they may be trivially correct most of the time because
they simply predict an increase. In this work, we are primarily interested in understanding the behavior of prescient users
who are able to “beat the market” in contrast to those who do not. In this sense, “correct” for us is ”beating the market”.
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sentiment predictions from StockTwits as ground truth.

4.3.3 Classification features: As we mentioned previously, in this work, we assume a content pool-
ing approach for a set of posts 𝐷𝑐 . Content pooling is widely used when dealing with microblogging
data [47–50], and comprises a data pre-processing step in which all posts in 𝐷𝑐 are merged together
and modeled as a single document before being fed to a classification algorithm.
The set of features that we consider for each pooled set of posts 𝐷𝑐 are the following: (i) users

(authors of the posts), (ii) emojis, (iii) words, and (iv) VADER sentiment features for each post in 𝐷𝑐 .
While users, emojis, and words correspond to respective sets of unique entities for each type, we
pause for a moment to discuss our use of VADER sentiment.

It is important to remark that the only use of VADER sentiment in this work is to provide features
for the machine learning classifier – VADER sentiment is not considered as a ground truth label for
any analysis in this article and VADER sentiment is also different from the self-labeled sentiment
available on StockTwits. More specifically, VADER6 is a lexicon and rule-based sentiment analysis
tool that is specifically attuned to sentiments expressed in social media [51]. We have chosen VADER
to provide sentiment features for posts for four main reasons: (i) since Twitter does not provide
the self-labeled sentiment of StockTwits, we desire sentiment features that can be derived for both
Twitter and StockTwits, (ii) VADER is a human-validated sentiment analysis method specifically
developed for Twitter and social media contexts [51], (iii) VADER is considered as a state-of-the-art
sentiment classification tool [52–54] used for diverse applications (e.g., customer reviews [55], drug
opinion [56], Bitcoin sentiment [57], politics [58], and banks [59]), and (iv) finally, as shown in
Figure 5, a preliminary experimental evaluation we have performed on VADER indicates that its
predictions are reasonable proxies for self-labeled sentiment and thus may serve as useful features
for the classifier. To elaborate, since this is an imbalanced data problem, we look at precision,
recall, and F-score in Figure 5 and compare to the baseline most frequent class for reference. In
brief, precision, recall, and F-score are all well above 0.8 (as well as the baseline) indicating strong
agreement of VADER with self-labeled stock sentiment.
To compute aggregate features over a set of posts 𝐷𝑐 , for each user feature we calculate the

number of times that the user mentioned 𝑐 , and for each emoji and/or word feature the number of
time it has been associated with 𝑐 . For sentiment features, for each post, VADER outputs four scoring
values that we use: a positive sentiment score, a neutral sentiment score, a negative sentiment
score, and a compound score. From this we then calculate several aggregate VADER statistics of
the posts in 𝐷𝑐 : the sum, standard deviation, minimum, maximum, arithmetic mean, geometric

6VADER: Valence Aware Dictionary and sEntiment Reasoner
https://github.com/cjhutto/vaderSentiment
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Table 1. Summary of the data constructed for a few values of 𝑘 – due to space limitation we show only a few
values of 𝑘 we considered. We note that test sets are intentionally balanced to ease the interpretation of the
Accuracy metric.

Values of 𝑘 = 4 14 29 44 59 74 89 104 119 134 149

#+Train 175,863 166,132 154,639 144,661 131,281 126,260 118,849 110,150 101,481 93,295 85,476
#-Train 172,652 170,744 164,801 157,417 146,020 141,056 132,382 123,827 115,250 106,165 96,780

Twitter #+Val 36,779 34,744 32,340 30,253 27,455 26,405 24,855 23,036 21,223 19,511 17,876
#-Val 36,016 35,618 34,378 32,837 30,460 29,425 27,615 25,831 24,041 22,146 20,188
#+Test 101,166 95,568 88,957 83,217 75,520 72,632 68,369 63,364 58,378 53,669 49,171
#-Test 101,166 95,568 88,957 83,217 75,520 72,632 68,369 63,364 58,378 53,669 49,171

#+Train 180,629 169,829 157,082 146,945 137,377 127,986 120,208 111,390 102,627 94,552 86,530
#-Train 180,642 179,426 174,310 166,588 158,262 149,956 141,014 131,935 122,728 113,056 103,182

StockTwits #+Val 36,856 34,652 32,051 29,983 28,030 26,114 24,527 22,728 20,940 19,292 17,655
#-Val 36,662 36,415 35,376 33,809 32,119 30,434 28,619 26,776 24,908 22,945 20,941
#+Test 101,713 95,632 88,454 82,746 77,358 72,070 67,690 62,724 57,790 53,243 48,726
#-Test 101,713 95,632 88,454 82,746 77,358 72,070 67,690 62,724 57,790 53,243 48,726

mean, harmonic mean, and coefficient of variation of the scores. These aggregate statistics then
serve as our VADER sentiment features.

4.3.4 Data splitting: We now describe the temporal splitting of the data X of labeled set of posts
⟨𝐷 (𝑖)

𝑐 , 𝑦
(𝑖)
𝑘
⟩ ∈ X for training, validation parameter tuning, and test evaluation purposes, respectively

Xtrain,Xval andXtest. To avoid data leakage in temporally overlapping train-val-test splits, we define
each split as follows:

Xtrain = {⟨𝐷 (𝑖)
𝑐 , 𝑦

(𝑖)
𝑘
⟩|∀𝑑𝑠 ∈ 𝐷

(𝑖)
𝑐 : 𝑡𝑠 ≥ “01/01/2015” ∧ (𝑡𝑠 + 𝑘) ≤ “01/01/2018”}

Xval = {⟨𝐷 (𝑖)
𝑐 , 𝑦

(𝑖)
𝑘
⟩|∀𝑑𝑠 ∈ 𝐷

(𝑖)
𝑐 : 𝑡𝑠 ≥ “01/01/2018” ∧ (𝑡𝑠 + 𝑘) ≤ “01/06/2018”}

Xtest = {⟨𝐷 (𝑖)
𝑐 , 𝑦

(𝑖)
𝑘
⟩|∀𝑑𝑠 ∈ 𝐷

(𝑖)
𝑐 : 𝑡𝑠 ≥ “01/06/2018” ∧ (𝑡𝑠 + 𝑘) ≤ “31/12/2019”}

In sum, we used 3 years of data for training, 6 months of data for validation parameter tuning,
and 18 months of data for test evaluation. It is worth noting that there is absolutely no overlap
between the three sets, which aims to allow a better long-term generalization of the classifiers.
Finally, because the splitting depends on the value of 𝑘 , the size of each subset is consequently
different as shown in Table 1.

4.4 Classification algorithm
Taking as input a set of posts 𝐷𝑐 of a given cashtag 𝑐 , our goal is to combine these inputs to produce
a value indicating whether the cashtag is moving “upward” or “downward” in the market at a
certain point in time. To accomplish this, we mainly use the Logistic Regression (LR) classification
algorithm, which is an efficient classification algorithm that is still widely-used because of its
simplicity, its interpretability, and its ease of training [60]. LR has achieved state-of-the-art classi-
fication performance for diverse tasks ranging from spam filtering [61] to prediction of hospital
readmission [62] and MRI data analysis [63].
Each set of posts 𝐷 (𝑖)

𝑐 is represented by its vector 𝑥 (𝑖) of 𝑛 features 𝑥 (𝑖) = [𝑥 (𝑖)
1 , 𝑥

(𝑖)
2 , . . . , 𝑥

(𝑖)
𝑛 ]

and its associated label 𝑦 (𝑖)
𝑘

∈ {1 (Upward), 0 (Downward)}. We used LR with L2-regularization
available in the LIBLINEAR package [64]. The L2-regularization hyperparameter 𝐶 was selected
from the set {10−5, 10−3, . . . , 1013, 1015}. A second hyperparameter determined the number of top
Mutual Information features selected for prediction and was chosen from the set {10, 20, 30, 40, 50,
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Fig. 6. Classification performance and comparison against a random prediction classifier. The results show
mainly that: (i) self-labeled sentiment features on StockTwits are predictive, but only weakly and not for a
long horizon, (ii) the use of all feature information in a machine learning classifier yields better predictions
than self-labeled sentiment, (iii) StockTwits allows training of more accurate predictors than Twitter, and (iv)
the classification performance drops significantly as the prediction time horizon increases.

60, 70, 80, 90, 100,1000}. Both hyperparameters were optimized via a joint grid search in order to
maximize accuracy on the held-out validation set. These best hyperparameters were then used to
provide final results on the held-out test set.

5 RESULTS AND DISCUSSION
We now report and discuss the main results of the empirical evaluation, considering both the
effectiveness of the classification and our interpretation of various user behaviors. Our experiments
aim to address the five research questions (RQs) that we stated previously in Section 1.

5.1 Classification performance (RQ1 and RQ2)
Self-labeled social sentiment indicators on StockTwits are a valuable source of information that we
may first consider for building a simple social media-based stockmarket predictor. Indeed, sentiment
information on the stock market is explicitly provided by users through these labels. Hence, we first
propose to use the ratio of #Bullish posts to #Bearish posts to predict the performance of a given
stock using the following rule: if ( #𝐵𝑢𝑙𝑙𝑖𝑠ℎ#𝐵𝑒𝑎𝑟𝑖𝑠ℎ > 𝜏) then Increase else Decrease (where 𝜏 is a threshold
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hyperparameter tuned on the validation set). The results are shown in Figure 6 with a comparison
against a random prediction baseline classifier to help establish when the prediction method is
outperforming an uninformed random guess baseline. We recall that because we intentionally
balanced the test sets, a random prediction baseline classifier is the best uninformed classifier with
an accuracy and a precision of 50%. Briefly, the obtained accuracy indicates that the self-labeled
sentiments can be used to make limited predictions up to 20 days. Beyond that, the predictions are
no better than random since the accuracy is roughly 50% and equal to the accuracy of a random
prediction baseline classifier. This finding suggests that aggregated explicit self-labeled sentiments
mainly relate to short-term price movements in the market.
We now propose to use more information beyond the self-labels, namely a machine learning

classifier using the features described in Section 4: users, emojis, words, and text-based sentiment
features. The results we obtained for this analysis are illustrated in Figure 6 on both Twitter
and StockTwits. At first glance, we note that the performance obtained in terms of accuracy and
precision is much higher than the performance of the self-labeled sentiment approach. In addition,
we observe that these additional features allow us to uncover more latent information that leads
our classifier to make predictions well beyond 20 days.

Finally, we note that the performance obtained using the StockTwits data is significantly higher
than the one obtained using the Twitter data. We explain this by the fact that StockTwits is a social
media platform that is more likely to be used by experts in the stock market as it is intended for
this purpose. Consequently, in the rest of this article, we focus our analysis on the higher quality
StockTwits content.

5.2 Longitudinal classification analysis (RQ3)
We now undertake a longitudinal study where our goal is to analyze the classification performance
over time. We start by referring again to Figure 6, where we clearly observe that the classification
performance drops over time as the accuracy and precision is much higher for short-term predic-
tions than for long-term predictions. This result is intuitive given the fact that the stock market
performance is likely to be affected by many external factors that increase uncertainty over long
periods of time.

We now explore the relationship between post content features and the temporal horizon labels
(short-, medium-, long-term) of users over time. A general method for measuring the amount of
information that a feature 𝑥 𝑗 provides w.r.t. predicting a class label 𝑦𝑘 (“upward” or “downward” ) is
to calculate its Pointwise Mutual Information (PMI) [65] as follows:

PMI(𝑥 𝑗 , 𝑦𝑘 ) = log
𝑃 (𝑥 𝑗 , 𝑦𝑘 )

𝑃 (𝑥 𝑗 )𝑃 (𝑦𝑘 )
(1)

A high PMI value indicates a more informative feature. Therefore, we rank features using
their PMI values and we select the top-1000 most predictive features for each value of 𝑘 . Then,
we propose to use Kendall’s 𝜏 correlation coefficient to compare ranked list agreement of most
predictive features at two different time horizons and plot this in a heatmap in Figure 7. A high
correlation is to be interpreted as a high agreement between the two ranked lists whereas a zero
correlation value indicates total independence between the two lists (a negative value indicates
a negative correlation). As shown in Figure 7, we can observe a strong positive diagonal (simply
because Kendall 𝜏 = 1 when a ranked list is compared with itself on the diagonal) and less rank
correlation as the gap in the two predictive time horizons increases. In fact, we remark that there is
almost no correlation between the list of ranked features in the short-, medium-, and long-term,
indicating that some features are good at capturing short-term correlations, whereas others are
good at capturing medium- or long-term correlations.
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(a) PMI(𝑥 𝑗 , 𝑦𝑘 = 1).
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(b) PMI(𝑥 𝑗 , 𝑦𝑘 = 0).

Fig. 7. Heatmap showing Kendall 𝜏 correlation coefficient of feature ranking over the time horizon on
StockTwits. We observe that there is a high variance in the ranking of features over the time horizon,
indicating that short-, medium-, and long-term predictive features are totally different. In other words, some
features are good at capturing short-term correlations, whereas others are good at capturing medium- or
long-term correlations with the market.

The above observation leads us to investigate the behavior of users to better understand their
strategy in predicting the stock market. We restrict this analysis to mainly the following three
types of temporal predictive behaviors of users:

• Short-term predictive behavior: which we define as users who are involved in a strategy
of forecasting the evolution of the stock market in a relatively short period of time – typically
within a 20 day window.

• Medium-term predictive behavior: which we define as users who are involved in a strat-
egy of forecasting the evolution of the stock market in a medium range of times relative to
our 144 day evaluation – typically within a 60 to 100 day window.

• Long-term predictive behavior: which we define as users who are involved in a strategy
of forecasting the evolution of the stock market in a relatively long period of time – typically
more than 100 days.

We recall that each user is considered as a feature 𝑥 𝑗 for which we simply calculate the number of
times that the user mentioned a cashtag symbol 𝑐 . Hence, in order to identify user features 𝑥 𝑗 having
one of our predictiveness patterns, we have computed for each user 𝑥 𝑗 the Mutual Information
𝐼 (𝑥 𝑗 , 𝑦𝑘 ) with the stock movement label 𝑦𝑘 for different time horizons 𝑘 . Then, we proceed as
follows:

• We first fit a linear regression model𝑦 = 𝑎𝑥 +𝑏 to each user where𝑦 is the mutual information
value and 𝑥 is the time. Then we rank users using a linear combination of the Pearson
correlation coefficient (which represents the ability of the linear model to fit the data) and the
slope 𝑎. Taking a negative slope, this allows us to identify users with a short-term investment
strategy as illustrated in Figure 8a (i.e., the informativeness of their posts decreases over
the prediction time horizon). In contrast, a positive slope allows us to identify users with a
long-term investment strategy as illustrated in Figure 8c (i.e., the informativeness of their
posts increases over the prediction time horizon).
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Table 2. Statistics of users exhibiting different temporal horizons of predictiveness on StockTwits.

Short-term.
Rank #tweets #tickers Activity period Disparity
1 20,264 1,921 4-2016 to 9-2017 37mn
2 5,052 2,192 4-2015 to 7-2019 440mn
3 55,067 4,172 10-2017 to 11-2018 9mn
4 536 24 8-2015 to 5-2018 44h
5 970 29 4-2015 to 6-2019 37h
6 2,905 46 4-2015 to 1-2019 671mn
7 53,211 174 9-2015 to 8-2019 38mn
8 1,467 23 5-2015 to 8-2019 25h
9 5,564 150 6-2016to 8-2019 297mn

Medium-term.
Rank #tweets #tickers Activity period Disparity
1 568 87 10-2016 to 7-2018 27h
2 192 10 2-2017 to 8-2017 23h
3 96 4 11-2015 to 4-2019 310h
4 212 17 9-2016 to 8-2019 120h
5 184 18 11-2015 to 7-2016 29h
6 42 1 11-2016 to 8-2017 168h
7 371 17 12-2016 to 8-2019 61h
8 78 9 7-2017 to 1-2018 53h
9 54 2 11-2017 to 3-2018 59h

Long-term.
Rank #tweets #tickers Activity period Disparity
1 7,170 338 4-2015 to 8-2019 314mn
2 743 24 10-2015 to 8-2019 44h
3 164,245 5,304 4-2015 to 6-2016 3mn
4 2,376 25 12-2016 to 12-2018 425mn
5 584 4 2-2016 to 2-2018 29h
6 1,320 75 11-2016 to 8-2019 17h
7 1,250 29 4-2015 to 7-2019 29h
8 906 1 4-2015 to 2-2019 37h
9 1,768 15 10-2015 to 7-2019 18h

• To identify users with a medium-term strategy investment, we fit a Gaussian function
𝑓 (𝑥) = 𝑎 ·𝑒𝑥𝑝

(
− (𝑥−𝑏)2

2𝑐2

)
to each user, where the parameter 𝑎 is the height of the curve’s peak,

𝑏 is the position of the center of the peak and 𝑐 (the standard deviation, sometimes called the
Gaussian width) controls the width of the bell. Then, users are ranked by the ability of the
model to fit the data and 𝑏 to be around 80 days as illustrated in Figure 8b.

The results illustrated in Figure 8 show top-ranked users according to our ranking approach for
each investment strategy, with their detailed statistics in Table 2. At first glance, we can clearly
observe that these top users have a very good fit to the models indicating that the approach is
effectively able to identify users with the corresponding investment strategies. For example, the
user “7” in Figure 8a has a high correlation with the stock market in the short-term, which then
drops over time. In contrast, the user “1” in Figure 8c has a very low predictiveness of the stock
market in the short-term, which then increases over time. As for the user “2” in Figure 8b, the user
has only a high correlation with the market in the medium-term exhibiting a sort of bell shape with
almost no predictiveness in short and long-term horizons. A key insight here is that an investor or
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Fig. 8. Top users exhibiting different investment strategies on StockTwits. The X-axis represents the time
horizon (0 to 144 days) and the Y-axis represents the value of Mutual Information. Here we observe users
with very distinct short-term, medium-term, and long-term prediction horizons as indicated by the data and
best fit curves vs. time.

an analyst with an investment strategy for a specific time horizon might select the corresponding
subset of users who are the most predictive for that time horizon.
As a final remark, we observe that this analysis was not intended to be exhaustive of all user

types in terms of their temporal predictiveness. Rather, we simple chose to fit the short-, medium-,
and long-term models as three temporal predictiveness patterns that we hypothesized may be in
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the data and – as our results show – were in the data. This analysis does not preclude that there
may be users with different temporal predictiveness patterns beyond those we have analyzed here.

5.3 “Consistently incorrect” user analysis (RQ4)
Since there are massive financial stakes involved in the stock market, there is a serious risk of
having “consistently incorrect” users who may seek to mislead or influence others for self-gain
or other unknown motives. It is important to remind the reader that we consider “correct” to
be “beating the market” as defined previously. We conjecture that identifying these “consistently
incorrect” users is critical for building a robust stock movement predictor.

To identify both “consistently correct” and “consistently incorrect” users, we can consider how
the self-labeled stock sentiment aligns with the actual observed stock performance for each user.
The idea is that, in general, when a user tends to express a bullish stock sentiment and the stock
goes up, or when they tend to express a bearish stock sentiment and the stock goes down, then this
user appears to be a “consistently correct” user. In contrast, when a user tends to express a bullish
stock sentiment but the stock goes down, and when they tend to express a bearish stock sentiment
but the stock goes up, then this user appears to be a “consistently incorrect” user. Formally, given a
self-labeled sentiment binary feature vector x𝑗 (a vector over the tweets of that user) that indicates
whether a user 𝑗 expresses a bullish or bearish sentiment on the cashtag in the tweet (respectively
𝑥 𝑗 = 1 and 𝑥 𝑗 = 0 ), and the true binary label vector y𝑘 (the ground truth increase or decrease for
the cashtag in each tweet at prediction horizon 𝑘), we estimate the (in)correctness score of user 𝑗
at horizon 𝑘 using a modified two-outcome Pointwise Mutual Information that captures the two
“consistently correct” and the two “consistently incorrect” scenarios discussed above:

ScoreCorrect ( 𝑗, 𝑘) = PMI(x𝑗 = 0, y𝑘 = 0) + PMI(x𝑗 = 1, y𝑘 = 1)
ScoreIncorrect ( 𝑗, 𝑘) = PMI(x𝑗 = 0, y𝑘 = 1) + PMI(x𝑗 = 1, y𝑘 = 0)

In this analysis, we only consider identifying “consistently (in)correct” users for the short-term
investment strategy, thus, fixing 𝑘 ≤ 40. The ranked lists of users on this “consistently (in)correct”
scale that we obtain for the different values of 𝑘 are merged into two lists (one list for “consistently
incorrect” users and one list for “consistently correct” users) with users ranked according to their
average rank in the lists for different values of temporal predictive horizon 𝑘 ≤ 40.
Table 3 shows the top 10 “consistently correct” and “consistently incorrect” users according

to this analysis. At first glance, we can notice that the behavior of “consistently correct” and
“consistently incorrect” users is roughly the same — a comparable number of posts, a comparable
number of mentioned stocks, and a comparable length for activity period. These similar behaviors
indicate that “consistently incorrect” users tend to be as active as regular and “consistently correct”
users with similar posting patterns, which may make it challenging to identify them based on
activity patterns alone. Hence, next we instead seek to identify whether posting content can help
distinguish “consistently correct” from “consistently incorrect” users.

Next, we have taken the Top 200 “consistently correct” and “consistently incorrect” users, then
we have created a data X of labeled users ⟨𝑥 (𝑖) , 𝑦 (𝑖)⟩ ∈ X, where 𝑥 (𝑖) represents a user and 𝑦 (𝑖)

is a binary label associated with 𝑥 (𝑖) to indicate whether the 𝑖𝑡ℎ user is a “consistently incorrect”
or a “consistently correct” user (respectively 0 and 1). Each user 𝑖 is represented by its vector
𝑥 (𝑖) of 𝑛 features representing: (i) words, (ii) emojis, (iii) mentions, (iv) hashtags, and (v) cashtags.
In Figure 9 we show top words and emojis used by “consistently incorrect” and “consistently
correct” users that we obtained using Pointwise Mutual Information. We can clearly observe that
the language used tends to be different. In particular, “consistently correct” users tend to use more
common conversational words (including profanity) and emojis, whereas “consistently incorrect”
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Table 3. “Consistently incorrect” user analysis for short-term predictions on StockTwits. We observe the
behavior of “consistently correct” and “consistently incorrect” users is roughly the same — a comparable
number of posts, a comparable number of mentioned stocks, and a comparable length for activity period.
However, we will observe in Figure 10 that post content of the two user classes is very different. Disparity is
the average time between user posts.

Top 10 “consistently incorrect” users
Rank #tweets #tickers Activity period Disparity
1 1,592 33 4-2016 to 5-2018 683.958mn
2 556 153 9-2016 to 12-2018 2151.44mn
3 2,009 219 4-2015 to 6-2017 568.688mn
4 6,973 560 4-2015 to 12-2017 197.527mn
5 403 107 8-2016 to 8-2016 21.9118mn
6 1,700 33 4-2015 to 5-2018 958.894mn
7 2,437 35 4-2015 to 12-2017 571.685mn
8 2,395 98 10-2015 to 7-2019 840.679mn
9 1,402 80 4-2015 to 2-2018 1073.34mn
10 2,365 28 4-2015 to 7-2019 948.709mn

Top 10 “consistently correct” users
Rank #tweets #tickers Activity period Disparity
1 926 627 9-2016 to 6-2018 982.615mn
2 354 178 10-2016 to 2-2019 3565.49mn
3 1,175 43 4-2015 to 8-2019 1918.5mn
4 1,917 207 4-2015 to 8-2019 1176.19mn
5 4,758 224 5-2017 to 8-2019 248.576mn
6 1,253 184 4-2015 to 8-2019 1800.16mn
7 7,262 1,310 4-2015 to 8-2019 310.377mn
8 2,616 296 7-2016 to 7-2019 604.291mn
9 1,022 73 4-2015 to 7-2019 2195.93mn
10 21,01 511 4-2015 to 8-2019 1073.44mn

(a) “Consistently correct” users.

(b) “Consistently incorrect” users.

Fig. 9. Cloud of top words and emojis used by both “consistently correct” and “consistently incorrect” users.
Profanity has been partially censored for “consistently correct” users; “consistently incorrect” users did not
use profanity. We note that these tweet language characteristics suggest that the “consistently correct” users
tend to use more conversational words (profanity-laced or not), while the “consistently incorrect” users tend
to heavily use less conversational complex abbreviations and thus may be more likely to be bots.

users tend to produce less readable content that mentions company and stock abbreviations and
business-related emojis (e.g., the trademark sign). The sharp contrast in language and the lack of
conversational content among the “consistently incorrect” users lead us to hypothesize that many
“consistently incorrect” users may be automated bots although we have no ground truth method
for determining whether a user account is actually a bot.
We also remark that bot detection may become even more difficult over time. Given recent

advances in natural language processing, automated text generation is now becoming indistin-
guishable from human generation. In particular, the GPT-3 model [66] released by OpenAI in 2020
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Fig. 10. Classification performance (Accuracy, Precision, Recall, F1-Score, AUC, and Average Precision) for
“consistently incorrect” user identification. Nested cross validation is used with 10 folds at the second level
for hyperparameter tuning and 5 folds at the top level for determining confidence intervals on the test
performance. A 95% confidence interval is shown. Overall, “consistently incorrect” users can be classified
correctly with relatively high Accuracy and Precision, among other metrics.

has been found to be so proficient at generating text that human evaluators are now failing to
distinguish between GPT-3 and human-authored text [67]. Therefore, we expect that in the future,
the linguistic contrast between AI-based text and human-authored text may become less apparent,
making it more difficult to recognize online bots if their authors wish to disguise them.
To predict “consistently incorrect” users, we have built a classifier using Logistic Regression

on the text and emoji features previously described. We trained, tuned, and tested this classifier
using nested 10-fold cross-validation and evaluated according to six different classification metrics
(accuracy, precision, recall, F1-score, area under curve – AUC, and average precision for a ranking
perspective – Avg-P). These classification results are shown in Figure 10, where we are able to
achieve a strong accuracy of roughly 78% with a high precision of 88% and solid AUC of 80%.

5.4 Improving predictions with “consistently correct” users (RQ5)
We now determine if we can improve the predictions of stock market movements using simple
self-labeled predictions by removing users that we predict to be “consistently incorrect”7 — this
provides us with “Trusted user sentiment-based classification on StockTwits” that we compare to
the original “Self-labeled Sentiment-based classification on StockTwits”. The obtained results are
presented in Figure 11. Briefly, we can observe that removing users predicted to be “consistently
incorrect” slightly improves accuracy and extends self-labeled predictiveness from 20 to almost
40 days. These encouraging results indicate that classifying and removing “consistently incorrect”
users can be potentially useful as a preprocessing step before building stock market prediction
models from social media.

6 CONCLUSION
This work provides a user-centric behavioral analysis of stock market predictions on social media.
Our results suggest that using social media for stock market prediction generalizes well over a
long time horizon with higher accuracy for short-term predictions than long-term predictions. We
also demonstrate that the information content of a tweet is more useful for prediction than the
user’s own self-label. Furthermore, an extensive longitudinal analysis of user predictions indicate
that different users are predictive for different temporal horizons. We also show that some users
7This predictor outlined in the previous section was trained on different data than we test with here.
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Fig. 11. Self-labeled sentiment classification performance with and without “consistently incorrect” users. The
results show mainly that removing “consistently incorrect” users allows to improve the prediction accuracy
and time horizon for the self-labeled sentiment classifier.

seem to be “consistently incorrect” (consistently making predictions that are opposite to the actual
market performance) and an analysis of their tweet language characteristics suggests some of these
users could be bots. We showed that we can accurately predict “consistently incorrect” users from
their tweet content alone and removing them does slightly improve performance of simple stock
market prediction from self-labeled tweets.
Overall, we believe the novel user-centric analysis described in this paper reveals a complex

ecosystem of behaviors that must be carefully considered when leveraging social media for stock
market forecasting. Among many interesting directions, future work might consider leveraging
(contextualized) word embedding methods and classifiers (e.g., fine-tuned BERT [68]) with the
goal of improving predictions and generalization from the data. Future work may also consider
developing and evaluating an automatic portfolio optimization method based on automatically
identifying and leveraging temporally targeted and “consistently correct” user data building on the
user-centric analysis in this work.
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