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ABSTRACT
Adaptive user-interfaces (AUIs) can enhance the usability of complex software by providing real-time contextual adaptation and assistance. Ideally, AUIs should be personalized and versatile, i.e., able to adapt to each user who may perform a variety of complex tasks. But this is difficult to achieve with many interaction elements when data-per-user is sparse. In this paper, we propose an architecture for personalized AUIs that leverages upon developments in (1) deep learning, particularly gated recurrent units, to efficiently learn user interaction patterns, (2) collaborative filtering techniques that enable sharing of data among users, and (3) fast approximate nearest-neighbor methods in Euclidean spaces for quick UI control and/or content recommendations. Specifically, interaction histories are embedded in a learned space along with users and interaction elements; this allows the AUI to query and recommend likely next actions based on similar usage patterns across the user base. In a comparative evaluation on user-interface, web-browsing and e-learning datasets, the deep recurrent neural-network (DRNN) outperforms state-of-the-art tensor-factorization and metric embedding methods.
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INTRODUCTION
Advances in software capabilities and widening access to digital content have dramatically altered what is achievable with today’s computing systems. However, growing software complexity can hamper usability and lead to end-user frustration. Adaptive user-interfaces (AUIs) (e.g., [13, 20, 28]) can potentially mitigate these issues by providing real-time contextual adaptation and assistance in the form of recommended actions that are personalized for the current user.

In this paper, we contribute an architecture for personalized AUIs that incorporates a deep neural model to learn a latent embedding space. The model uses gated recurrent units (GRUs) to project interaction histories into this space, along with users and target items (UI control and/or content elements). Adaptation is performed by querying this space via nearest-neighbor (NN) methods to obtain recommended items—exact search can be used with small item sets and approximate NN searches permit favorable scaling with item set size. In the example image above, the top 3 elements (labelled 1 through 3) can be adaptively highlighted to ease user interaction, while low rank items can be rendered inconspicuous. As the user interacts with the system, the user interaction history is updated, which subsequently changes the recommendations and resulting adaptations.

A key feature is that the DRNN not only embeds users and target items (UI control and content elements), but also long-term interaction histories. This is in contrast to general sequential recommendation methods such as factored personalized Markov chain (FPMC) [22] and metric embedding [8, 27], which only model pairwise, but not higher-order, historical dependencies. The Markovian assumption is generally
inappropriate for AUs since one user action can be followed by any number of competing actions depending on task and context. Here, our model learns long-term dependencies via gated recurrent memory units (GRUs) [5], which do not aim to model all possible higher-order historical interactions, but instead learns what information to propagate in a linear sequential fashion. A crucial distinction from very recent work applying GRUs to general sequential recommendation [11] is that we also consider Euclidean—rather than typical dot-product—embedding spaces. This allows us to apply fast approximate k-nearest-neighbor (k-NN) search methods that scale favorably with large interaction element sets common in modern UIs.

Experiments on three different datasets involving interactions with user-interface, website, and e-learning system, show that the DRNN outperforms recent Markov models including a tensor factorizer [22] and Euclidean collaborative filtering [18]. Furthermore, we show approximate nearest neighbor searches in our learnt embedding space allows for an order of magnitude decrease in query times—a result particularly relevant for real-time interactivity and adaptation. In the remainder of this paper, we detail our proposed architecture and our experimental findings.

DEEP SEQUENTIAL RECOMMENDATION

In the sequential recommendation task, we aim to suggest promising next items \( y = i_{u,t+1} \in I \) given tuples \((u,i_{u,t})\) of users \( u \in U \) and interaction (or session) histories \( v_{u,t} = (i_{u,t_2}, i_{u,t_3}, \ldots, i_{u,t}) \) consisting of previous items \( i_{u,t} \in I \). To achieve this objective, our DRNN model (Fig. 1) learns to embed users, histories and target items into a shared latent space where elements that co-occur more frequently are closer, or more similar. This latent space can then be queried using exact or approximate nearest-neighbor methods to obtain recommended UI elements or content items.

Embedding Symbols as Vectors

At the first component layer, user and item symbols are mapped to real vectors (embeddings). This mapping is essentially a table lookup where each user \( u \) is associated with a corresponding vector \( x_u \in \mathbb{R}^{n_u} \). Likewise, each item \( i \) has a associated \( x_i \in \mathbb{R}^{n_i} \), allowing the user’s interaction history \( v_{u,t} \) to be represented as \( X_{u,t} = (x_{u,t}, x_{u,t+1}, \ldots, x_{u,t}) \). Target items \( j \) are embedded as \( x_j \in \mathbb{R}^{n_j} \). The sizes of these vectors, \( n_u, n_i, \) and \( n_j \), are model parameters; we set the embedding sizes to be equal \( n_u = n_i = n_j = n_{emb} \) since the learnt space is shared. While it is straightforward to work with the user and target item embeddings, the interaction history is a tuple of indeterminately length, which complicates the recommendation process. To address this issue, the DRNN compresses the history into a fixed-sized memory state.

Memory: Gated Recurrent Units

The DRNN uses Gated Recurrent Units (GRUs) [5] (Fig. 2), a streamlined variant of long short-term memory [12], that has become popular due to its simplicity and performance [17]. In contrast to the traditional recurrent cell that lacks control over its hidden state, the GRU learns to operate two internal structures—the update and reset gates—that allow it to control what to remember and forget. More formally, a cell \( k \) that has state \( h_{t-1} \) and receives a new input \( x_t \) is updated via

\[
h_t^{(k)} = (1 - z_t^{(k)}) h_{t-1}^{(k)} + z_t^{(k)} h_t^{(k)},
\]

i.e., a weighted average of its previous state and a candidate activation \( h_t^{(k)} \). This interpolation is controlled by the update gate \( z_t^{(k)} \), which relies on two learnt parameters \( W_z \) and \( U_z \),

\[
z_t^{(k)} = \text{sigm}(W_z x_t + U_z h_{t-1})
\]

The candidate activation \( h_t^{(k)} \) is computed via

\[
\tilde{h}_t^{(k)} = \tanh([W_x x_t + U_x h_{t-1}])
\]

where \( \odot \) denotes element-wise multiplication. The cell’s reset gate \( r_t^{(j)} = [r_t]_j \) is determined by two learnt matrices \( W_r \) and \( U_r \),

\[
r_t^{(k)} = \text{sigm}(W_r x_t + U_r h_{t-1})
\]

The previous hidden state is effectively dropped when the reset gate’s value nears zero, and hence, cells that learn short-term dependencies have active reset gates. In comparison, cells that learn to model long-term dependencies have active update gates [5]. Our model uses an array of \( n_{GRU} \) cells that learn to embed the user interaction history \( X_{u,t} = (X_{u,t_1}, X_{u,t_2}, \ldots, X_{u,t}) \) as “memory state” \( h_{u,t} \) that is relevant for next item recommendation.

Deriving Preference Scores from Embeddings

For a given user \( u \) with memory state \( h_{u,t} \), we can obtain preference scores over target items \( j \), denoted \( a_{u,t+1,j} \), by imposing a structure on the latent embedding space. In this work, we consider two models where the preference scores are represented as:

- Dot-products between embedding vectors, \( a_{u,t+1,j} = x_u^T x_j + h_{u,t}^T x_j \), which is the approach taken in Markov tensor factorization [22];
- (squared) Euclidean distances, \( a_{u,t+1,j} = \|x_u - x_j\|^2 + \|h_{u,t} - x_j\|^2 \), similar to recent Euclidean and metric embedding models [18, 14].
is evaluated against a small set of candidate or contrastive classes instead of over $I$. In this work, we used the recently-proposed sampled softmax used in neural translation [15].

With a simple discrete uniform distribution $Q(i|a_{u,t+1,y}) = 1/|I|$ to form the candidate set $S$, we apply an augmented loss function, $L = \sum_{u,t} l_{SM}(u, t)$,

$$l_{SM} = -a_{u,t+1,y} + \log \sum_{j \in S} \exp(a_{u,t+1,j} - \log |I|)$$

(6)

where $l_{SM}$ is loss per user interaction, $a_{u,t+1,y}$ is the preference score given in (5), and $y = i_{u,t+1}$ is the target item observed at time $t + 1$. The loss (6) is composed of two parts where the second part of the RHS corrects for the sampling approximation. With this loss in hand, the DRNN can be optimized using (stochastic) gradient-based methods such as Adam [19].

**EXPERIMENTS**

In this section, we compare our proposed neural model against existing models for sequential recommendation, specifically a standard Markov Chain (MC), the state-of-the-art Factorized Personalized Markov Chain (FPMC) [22], and Euclidean Metric Embedding (ME) [18]. We implemented two variants of the DRNN with dot product (DRNN-DP) and squared Euclidean (DRNN-SE) embedding spaces.

**Datasets:** The methods were compared using the Equation Grapher UI dataset (EqGraph) [7], Microsoft Web Data [3] and the 2015 ASSISTments dataset. EqGraph consists of 51 sequences (grouped into 3 different tasks) of user interactions with an equation grapher UI. Each sequence comprises symbols representing one of 16 area-of-interest regions corresponding to UI elements (for more details, see [7]). The latter two datasets contain content items; MSWeb contains per-user resource accesses at microsoft.com for one week, and Assisments’15 contains student interactions with problem sets using the ASSISTments e-learning system [10]. Following [22], users that did not interact with at least 10 items were dropped—the filtered EqGraph contained 51 users, 16 items, and 1277 interactions; MSWeb contained 1205 users, 246 items and 6623 interactions; and Assisments’15 contained 4130 users, 100 items and 51,318 interactions.

**Model Training and Parameters:** We trained each model for a maximum of 200 epochs; optimization was performed using the Adam algorithm [19] with a learning rate of $10^{-2}$, 100-sample mini-batches, and 15 negative samples. For all models, we performed a grid search over embedding sizes $n_{EMB} \in \{32, 64, 128\}$ and dropout regularization $p_{DROP} \in \{0.05, 0.10, 0.15, 0.20\}$. For the recurrent neural models, we used a single-layer memory of $n_{EMB}$ GRU cells.

**Performance Evaluation:** Each algorithm was tasked to predict the next relevant UI element or content item. We performed 10-fold cross-validation where 90% of the sequences

---

1. The sampled softmax achieved better scores compared to Noise Contrastive Estimation and the sampled logistic in our preliminary trials. Alternative training losses, e.g., Bayesian Personalized Ranking [22], can be substituted for the sampled softmax depending on application requirements.

2. Please see [15, 1] for more details, including derivation.
Table 1. Mean MAP scores (with standard deviation in brackets) obtained by the compared methods on three datasets. DRNN achieves ∼15-50% higher MAP scores compared to MC, FPMC and ME. Scores between the two DRNN variants were similar.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MC</th>
<th>FPMC</th>
<th>ME</th>
<th>DRNN-DP</th>
<th>DRNN-SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>EqGraph</td>
<td>0.555 (0.054)</td>
<td>0.574 (0.051)</td>
<td>0.568 (0.057)</td>
<td>0.620 (0.062)</td>
<td>0.611 (0.078)</td>
</tr>
<tr>
<td>MSWeb</td>
<td>0.409 (0.020)</td>
<td>0.410 (0.023)</td>
<td>0.407 (0.021)</td>
<td>0.475 (0.022)</td>
<td>0.466 (0.016)</td>
</tr>
<tr>
<td>Assistments’15</td>
<td>0.378 (0.015)</td>
<td>0.361 (0.016)</td>
<td>0.359 (0.014)</td>
<td>0.526 (0.020)</td>
<td>0.534 (0.022)</td>
</tr>
</tbody>
</table>

Figure 5. Median MAP scores (with lower and upper quantiles) versus increasing embedding size (32, 64, and 128). The best performing embedding sizes (in terms of MAP) were 128 for EqGraph and 64 for MSWeb and Assistments’15.

Figure 4. Median preference/rank query times in seconds (with lower and upper quantiles) with increasing embedding size (32, 64, and 128). Approximate NN searches with FLANN were often more than a magnitude faster compared to exact methods.

Results and Discussion

The performance scores achieved by the compared methods are summarized in Fig. 3 and Tbl. 1. In short, the DRNN variants outperformed the other methods on all three datasets; the observed differences are statistically significant at the α = 1% level (Kolmogorov-Smirnov and Mann-Whitney U tests with Holm-Sidak corrected p-values). Compared to the Markov models, the recurrent model achieves ∼15-50% higher MAP scores, providing evidence that capturing long-term interactions improves recommendation on sequential tasks. The two DRNN variants performed similarly, indicating that both the dot-product and squared-Euclidean latent spaces were effective for this task.

The recommendation time per query (in seconds) when using FLANN compared to an exact method (a linear distance/dot-product computation followed by a sort) is shown in Fig. 4. Approximate searches in FLANN were often more than a magnitude faster compared to exact methods. As expected, computational costs were typically higher with the larger embedding sizes, but at ∼10^−4 seconds, queries were well within requirements for real-time interaction with users.

Fig 5 shows DRNN’s performance generally improved with embedding size, with a few exceptions where n_{EMB} = 128; in these cases, further optimization or regularization may be required to improve performance scores. On the EqGraph dataset, the DRNN with n_{EMB} = 32 has similar performance to FPMC and ME, showing that a sufficiently large embedding/memory size is needed to obtain the positive effects of longer histories.

In practice, desired accuracy should be balanced against the increased response times associated with prediction using more complex models. Previous HCI studies have shown that both these factors have significant effects; system response times strongly influence user satisfaction [23] and engagement [26], and accuracy impacts user trust and reliance, essential for encouraging continued use [6]. Relative to the compared methods, the DRNN-SE provided higher (or similar) accuracies, with fast prediction.

SUMMARY AND CONCLUSIONS

This paper presented an architecture for an adaptive user-interface with a RNN that performs sequential recommendation of content and control elements. Unlike previous work, the DRNN-SE employs GRUs to map user interaction histories to vectors in a Euclidean space shared with user and target item vectors. Experiments on three datasets demonstrated that both the dot-product and squared-Euclidean latent spaces were effective for this task.

The DRNN-SE achieved similar MAP and NDCG scores to its dot-product cousin (DRNN-DP), and outperformed state-of-the-art tensor factorization and metric embedding algorithms by up to ∼50%. In addition, the use of FLANN to perform approximate searches with FLANN was often more than a magnitude faster compared to exact methods. This results are particularly relevant for UIs and in other domains (e.g., social robotics) where real-time personalized adaptations are often required.

As future work, the DRNN-SE can be easily extended to incorporate side-information, such as user profiles and interaction element features into the latent space, e.g., via a convolutional neural network or a multilayer perceptron. Furthermore, the GRU can be substituted with alternative LSTM variants, which may result in improved performance for certain applications [16]. To reduce error variance, particularly with small training datasets (e.g., EqGraph), we can include prior information in the form of artificial (designer-provided) interaction traces, or provide uncertainty estimation via probabilistic approaches [9, 25]. Efficient incremental updates can enable better adaptation to distribution changes. Finally, we are in the process of integrating the DRNN with an adaptive user interface for network analysis [14] and expect to follow-up this paper with user studies.
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