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Abstract. We introduce a novel planner SCIPPlan for metric hybrid
factored planning in nonlinear domains with general metric objectives,
transcendental functions such as exponentials, and instantaneous contin-
uous actions. Our key contribution is to leverage the spatial branch-and-
bound solver of SCIP inside a nonlinear constraint generation framework
where we iteratively check relaxed plans for temporal feasibility using a
domain simulator, and repair the source of the infeasibility through a
novel nonlinear constraint generation methodology. We experimentally
evaluate SCIPPlan on a variety of domains, showing it is competitive
with, or outperforms, ENHSP in terms of run time and makespan and
handles general metric objectives. SCIPPlan is also competitive with a
general metric-optimizing unconstrained Tensorflow-based planner (TF-
Plan) in nonlinear domains with exponential transition functions and
metric objectives. Overall, this work demonstrates the potential of com-
bining nonlinear optimizers with constraint generation for planning in
expressive metric nonlinear hybrid domains.

Keywords: Metric hybrid planning - Nonlinear optimization - Con-
straint generation.

1 Introduction

Metric optimization is at the core of many real-world nonlinear hybrid [6] plan-
ning domains where the quality of the plan matters. Most nonlinear hybrid
planners in the literature either ignore metric specifications [12, 3, 4], or leverage
heuristics to guide their search for finding a plan quickly [9, 13] with the notable
exceptions COLIN [5] and ENHSP [17], which can handle metric optimization
for a subset of PDDL+ [6] domains.

In this paper, we leverage the nonlinear constrained optimization solver
SCIP [10] to present SCIPPlan for solving metric hybrid factored [2] nonlinear
planning problems by decomposing the original problem into a master prob-
lem and a subproblem. In the master problem, we relax the original problem
to a system of sequential function updates !, which allows us to handle arbi-
trary nonlinear functions (such as polynomial, exponential, logarithmic etc.) in

! Relaxation refers to the omission of temporal constraints from the master problem.
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the transition and metric objectives as well as instantaneous continuous action
inputs that are beyond the expressivity of existing hybrid planners.

In the nonlinear hybrid planning literature, the time at which a conditional
expression (e.g., a mode switch condition) is satisfied is known as a zero-crossing
and when the dynamics of the planning problem are piecewise linear, one can use
the TM-LPSAT compilation to find valid plans that avoid zero-crossings [18].
When the continuous change can be described more generally as polynomials,
one can use the SMTPlan [4] compilation of the hybrid planning problem to
avoid zero-crossings between two consecutive decision points (i.e. happenings).
However, in general, problem dynamics can include arbitrary nonlinear change
and only ENHSP [17] approaches the expressive dynamics of SCIPPlan.

In SCIPPlan, the candidate solution found by solving the master problem
can include zero-crossings of general transcendental nonlinear conditions between
two consecutive decisions which can either (i) violate the global constraints of the
original problem, or (ii) contain mode switches that are not accounted for by the
master problem. To identify and repair the source of zero-crossings, we use the
simulate-and-validate approach [7] in the subproblem where domain simulators
are used to simulate the candidate plan, and if the candidate plan is found to
be infeasible, temporal constraints associated with zero-crossings are generated
and added back to the master problem. SCIPPlan iteratively solves the master
problem and the subproblem until a valid plan is found.

Experimentally, we show that SCIPPlan outperforms the state-of-the-art
metric nonlinear hybrid planner ENHSP in almost all problem instances with
respect to makespan and run time performance. We further experiment with
the capabilities of SCIPPlan beyond the expressiveness limitations of ENHSP in
the optimization of general metrics on a subset of modified domains, and ver-
ify its competitiveness versus an unconstrained Tensorflow-based planner (TF-
Plan) [19] on a nonlinear metric domain with exponential transitions.

2 Preliminaries

In this section, we present the preliminary definitions, notation and solution
methodologies required to define and solve the metric hybrid factored planning
problem.

3 Metric Discrete Time Factored Planning: IT

Before we dive into the notationally heavy details of general nonlinear hy-
brid factored planning, we begin with a straightforward mixed-integer nonlin-
ear program (MINLP) compilation of a discrete time factored nonlinear plan-
ning domain. A discrete time metric factored planning problem is a tuple I =
(S,A,C,T,1,G,Q) where

— § = {89 8¢} is a set of discrete S? and continuous S¢ domains with state
variables/assignments denoted s € S,
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— A= {A% A°} is a set of discrete A% and continuous A° domains with action
variables/assignments denoted a €A,

— C : S8 x A — {true, false} is a function that returns true if action a € A
and state s € S pair satisfies constraints that represent global constraints
on state and action variables,

— T :85 x A — S denotes the state transition function between discrete time
steps t and t+1, T(st,a?) = s'*! if C(s',a’) = true, and is undefined
otherwise, and

— @ :5 x A— R is the metric reward function to optimize.

In addition, I represents the initial state constraint s' = &' and G : S —
{true, false} represents goal state constraints. Given a finite planning horizon of
H decision stages, a solution = = (a@',...,a!) (i.e. plan) to II is a fixed value
assignment to actions a® = @’ that induces an assignment to state variables s
satisfying the initial state I, transition 7', goal G, and global C' constraints for
allt € {1,..., H}. Our objective in solving metric planning problem I7 is to find
the action sequence 7 that maximizes the sum of rewards over the time horizon

by optimizing the following model:

m=(al,...,

H
max st+17at 1
3006 W

subject to I : s* = 5!

G(SH+1)
T(s',a') =s"" vte{l,... H}
C(s',a") Vvte{l,...,H}

Note that IT is a standard discrete-time model that does not consider the (po-
tentially) changing values of states between pairs of consecutive time steps
t,t +1 € {1,...,H}. Under this simplifying assumption, there is no need to
consider zero-crossing constraints that will become critical for relaxing time to
be continuous in our subsequent hybrid generalization of the above framework.
Before we present the hybrid generalization, however, we discuss the compilation
and solution of the above problem followed by an example.

3.1 High-level Syntax and SCIP MINLP Compilation

In order to compile the optimization formulation of (1) into a Mixed-Integer
Nonlinear Programming (MINLP) formulation that can be solved via an off-
the-shelf MINLP solver (e.g., SCIP [10]), we need (i) a high-level syntax such
as the RDDL language [15] for specifying all constraints and functions and (ii)
a compilation that can translate any formula in this syntax into the MINLP
language. For example, piecewise functions induced by if-then-else constructs
require use of the big-M trick to encode conditional constraints, while boolean
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Table 1. (left column) Grammar to recursively generate expression syntax of the
RDDL language [15] extending [14] to nonlinear expressions in the last four rows. E;
and F»> belong to the same language as E and are acyclic. (middle column) Conditions
on grammar rule application. (right column) MINLP compilation of the grammar rule:
every RDDL expression F is represented by an MINLP variable vg that evaluates to
the value of that expression ({0,1} if boolean). M is a large constant.

lExpression ‘Condition ‘Constraints
E—k k is a constant vg =k
Ey,— T (or 1) vy =1 (or 0)
Ey—p p is state or action variable|veg = v,

E — N Ep =V Ey|Ey is a boolean expression |nvp < >0 Vi <n-—-1+4+wvg

E — VI E;, = 3;E;|Ey is a boolean expression |vp <Y 1 | Vi < nug

E — —E, Ey is a boolean expression |vg =1 — Ej, VB, Vi € {0,1}
E — kE; k is a constant vE = kvg,

E — E; op Es op € {+,-} VE = VUE, Op VB,

E, - E1 > E, Ey is a boolean expression |Mvg, — M < vg, — VE,

< Mvg,,vg, € {0,1}

E — if Ey then E1 |Ep is a boolean expression |vg, + Mvg, — M < vg
else Fo <M +vg, — Mvg,,

vE, — Mvg, < vE

<wvg, + Mvg,,vg, € {0,1}

E — E,op B> op € {x,+} VE = VUE, Op VB,
E — exp(FE1) vp = e'F1

E — log(E1) E; is a positive expression (vg = log(vg,)
E — abs(Eh) vE = |vg |

expressions in constraints and if-then-else conditions require special encodings
as arithmetic expressions over integers.

In Table 1, we provide a grammar for the (nonlinear) expression syntax of
the ground RDDL language and a compilation of each grammar rule to the SCIP
MINLP format assuming each sub-expression has been recursively compiled.

3.2 Spatial Branch-and-Bound

To solve the compiled MINLP, SCIP uses Spatial Branch-and-Bound (SBB) [11]
— an algorithm based on the divide-and-conquer strategy for solving MINLPs
in the form of min f(x) subject to g(x) < 0 where function f(z) and function
vector g(x) contain nonlinear expressions, and the decision variable vector x can
have continuous and/or discrete domains. The SBB algorithm uses tree search
where branching decisions are made on candidate solutions X, and the optimal
value of the objective function f(Z) is bounded at each search node until a preset
optimality gap is reached.
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Fig. 1. Visualization of iterative plan generation of SCIPPlan for the example hybrid
navigation domain. In the first six iterations, the plan steps 7 (in red) generated to
reach the goal (in orange) pass through the obstacle (in blue), violating zero-crossing
constraint c3 that is detected during plan simulation. At each iteration, additional
zero-crossing constraints are generated symbolically at the midpoints of each violation
interval (in green) to eliminate these zero-crossings from the solution space of the
master problem. By iteration 9, SCIPPlan starts to converge to a valid plan and by
iteration 16, SCIPPlan returns a valid plan. Note that sometimes there are overlaps of
the position of the agent between time steps (i.e., the agent does not move).

3.3 Illustrative Example

To illustrate how the MINLP compilation and solution works for the metric
factored planning problem, we consider the following simple navigation domain
with (i) three continuous action variables (az, a,, A) € A€ that move the agent a,
and a, in respective x and y directions for duration A, (ii) two continuous state
variables (s, s,) € S¢ representing agent location, (iii) and three constraints in
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clzogsi—l—a;At,s’;—i—agAtglO vte{1,...,H},
cp:—1<al,al <1 Vvte{l,...,H}, and

zr Yy
cz:4>sb +al Atve < st 4 al Al
t ot At ¢ t At
\/428y—|—ayA \/6§Sy—|—ayA vte{l,...,H}.

Here, constraints ci, co denote bounds on the domains of state variables s, and
sy, and constraint cs represents an obstacle located in the middle of the maze.
Initial and goal constraints are compiled as follows for H = 4:
Ll . JHA1 H+1 _
I:isy,s,=0, G:s; s, =8,

Given the transition function
T st =5t 40l A SZH = SZ —|—a’;At Vte{l,...,H}

and reward metric Q(s'™!, at) = —A! (minimize total time, a.k.a. makespan),
the SSB solver can return a plan 7 as visualized by Figure 1 (a). The plan 7
passes through the obstacle since the discrete time formalization only checks
constraints at the start and end points of each decision stage; we remedy this
with a hybrid extension in the next section.

4 Metric Hybrid Factored Planning: IT°

In this section, we define the metric hybrid factored planning problem IT° by
building on the notation, definitions and the solution methodology presented for
the metric factored planning problem IT. But before we define IT°, first we need
to distinguish one continuous action variable as the control duration A € A€ to
specify the duration of time step t € {1,..., H} such that 0 < A 2. Similarly, we
update the notation we use for the global constraint function C(s?,at, A?) and
the state transition function T'(st,a?, A?) to explicitly specify the duration A
of time step ¢t € {1,..., H}. Finally, we need to distinguish the set of boolean
expressions that appear in if-else conditions of the state transition function 7" as
transition modes M, that is,

T(s',a', A") = if E{ (s, a’, A") then E; (s, a’, A")

elif E}'(s",a’, A") then E, (s, a’, A")
else F,,1(s",a’, A)

2 In this work, we focus on hybrid planning problems where duration A is completely
controlled by the planner. When there are exogenous events or processes that can
change the total duration of a time step, we need to define a continuous state variable
A" € S¢ as a function of s,a, A such that f(s,a,A) = A’ and transfer zero-crossing
definitions onto A’. In this work, we assume A = A’ and omit A’ for notational
simplicity.
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where E}(st,at, AY),..., EP(st,at, A) € M. We denote M° : S x A x A — P(M)
as a function that returns the set of transition modes evaluating to true for given
values of state 3 and action @' variables and duration A? for t€ {1,...,H} where
notation P(S) denotes the power set of S.

Definition 1. (Zero-Crossing Certificate): Given the values of state 8 and ac-

tion @' variables and duration 0 < A fort € {1,..., H}, we say x* € (0, A?) is
a zero-crossing certificate for time step t if at least one of the following holds:

1. Global Constraint Violation: C(3",a@", z') = false,
2. Mode ® Switch: W (3, @t x') # M2 (&, at, A?).

Given the definition of the zero-crossing certificate, the metric hybrid factored
planning problem is a tuple IT° = (S, A,C,C° T,I,G,Q) where C? : S x A x
A — {true, false} is a function defined as C%(st,a’, AY) = true if and only
if there does not exist z* € (0, A") that is a zero-crossing certificate. Given a
planning horizon H, a plan 7% = (@', A'... a", A") to II° is a plan 7 to IT
where C°(5,at,z') = true for all z* € (0, A*) and ¢ € {1,...,H}. Note that the
definition IT° extends deterministic RDDL [15] to continuous time and allows
instantaneous continuous actions A¢ C A that are not functions of time. Unlike
the PDDL+ [6] formalism, we do not assume that the effects of instantaneous
actions are realized e time after their execution.

5 Solving IT° with Constraint Generation

In this section, we introduce our novel SCIP-based planner (SCIPPlan) to plan
in metric hybrid planning problems with nonlinear dynamics. But before we
outline SCIPPlan, we first need to define the zero-crossing interval.

Definition 2. (Zero-Crossing Interval): Given the values of state 5° and action
a' variables, and the duration 0 < At of time stept € {1,..., H}, a zero-crossing

is an interval |pzt, 2h| g where | € {[,(} and |gr € {],)} if and only if:

1. Non-empty: 0 < zt < xt < At such that if i = 2} then |pzt, 2| g is not an
open interval (x4, xt), and

2. Uninterrupted and Contiguous: Vx € |pa%,xb|r where x is a zero-crossing
certificate.

The novelty of SCIPPlan is that it decomposes IT° into a master problem
M(II, H) and a subproblem S(w, €), where M(II, H) solves the metric factored
planning problem IT for a given horizon H using a SBB solver, and S(, €) checks
whether 7 is also a plan for I7° using a domain simulator with respect to a time
discretization parameter e. If 7 is not a plan for IT°, S(,¢€) returns the first
zero-crossing interval |pz!, z4|r with minimum time step ¢ € {1,...,H}, and a
temporal constraint is added back to the master problem M (II, H) to update
either function C or T', depending on whether the zero-crossing is due to a global
constraint violation or a mode switch, respectively.

3 The concept of a mode is analogous to its counterpart in the field of Hybrid Au-
tomata [8].
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5.1 Master Problem

The master problem M (II, H) solves the metric factored planning problem IT
for a given horizon H, using the compilation presented for II in the MINLP
formulation of (1) assisted by complex expression compilation of IT to MINLP
form provided in Table 1. We optimize the MINLP in (1) using the SCIP SBB
solver [10].

5.2 Subproblem

Given a plan 7 for IT and a discretization parameter €, the subproblem S(, €)
uses a domain simulator to checkfftor a zero-crossing certificate by simulating the
state transition 1" sequentially L%J times for all time steps ¢t € {1,..., H} such

that T'(8¢,at,¢)...T(s,at, e[%tj) If a zero-crossing certificate is found, S(7, €)

returns (i) the first zero-crossing interval |pz¢, |z with minimum time step

t € {1,...,H} such that there does not exist another zero-crossing certificate
xt 7 2! found by S(m,€) where the relational operator ? is < (i.e., greater) if
| = [ (i-e., minimum bound of the interval is closed) and < (i.e., greater or

equal to) otherwise, and (ii) the set of compilation constraints g* that cause the
zero-crossing interval |z, z5| 5.

Precisely, the zero-crossings due to (i) global constraint violation can be
mapped to a set of compilation constraints representing the global constraint
function C' (as presented in the Illustrative Example Revisited section). Zero-
crossings due to (ii) mode switch can be mapped to a set of boolean expressions
E} and to their respective compilation boolean decision variables v’?Eb — these
evaluate to different values within zero-crossing interval |z, 5|z compared to
the end of control duration A? at time step t € {1,..., H}.

5.3 Temporal Constraint Generation

Given the interval |pz}, z}|r identified by the domain simulator for a time step
t € {1,...,H} and the respective set of constraints g*, SCIPPlan generates a
nonlinear constraint

t t
Ty + 27

kA <0, k= ,
g'(kA") < S At

(2)
where Constraint 2 symbolically substitutes all A* with kA*. Note that k € [0, 1]
is a constant coefficient representing the ratio of the mid-point of the zero-
crossing interval |z}, 24| to the complete duration at time step t. There are
four benefits of our constraint generation methodology: (i) We generate a sym-
bolic 4 constraint ensuring the zero-crossing violation of the current plan is
enforced, while generalizing as a valid constraint for all other plans. (ii) Instanti-
ation of zero-crossing constraints at the violation midpoint is intended to induce a

4 Symbolic refers to the fact that Constraint (2) is a function of decision variables
(i.e., s*,a’, A") whose values are decided at optimization time.
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binary search refinement in the constraint generation process. (iii) SCIPPlan only
generates temporal constraints as needed, thus substantially reducing MINLP
size. (iv) Constraint (2) only perturbs g by changing its coefficients and not
adding any additional decision variables, thus allowing SBB solvers to reuse in-
formation between iterations (e.g., warm start features). Given the descriptions
of M(I1,H), S(r,€) and Constraint (2), SCIPPlan is outlined by Algorithm 1.

Algorithm 1 SCIPPlan

1: H— 1,7« 0, 2%, zb, g* < 0, € + small numerical constant
2: while 7 is § do
3: <+ M(II, H)
if 7 is ) then

H+— H+1.
else |z}, x5 R, g" < S(7,¢€)

if |pzt, 25| R, g" are ) then

return 7w

else M(II, H) + g*'(kA") < 0 where k = zg}fi

5.4 Illustrative Example Revisited

We have previously ended the illustrative example where the master problem
M(II, H) (i.e., the SSB solver) returned the plan = = (a} = 0,a, = 0, A' =
0,a2 = l,al = 1,A? = 4,a3 = 0,a; = 0,A% = 0,a; = l,a; = 1,A* = 4) as
visualized by Figure 1 (a). The subproblem S(m,€) will detect the zero-crossing
interval by simulating the transition function T for all time steps ¢t € {1,..., H}
and detect the first violation of constraint c3 which occurs within the interval
[0,2] over duration A* = 4. Given the identified zero-crossing interval [0, 2] for
time step ¢ = 4 and the violated constraint cz, the following constraint (i.e.,
checking for the obstacle at the midpoint of the zero-crossing)

gr 4> st +(0.25)alAM v 6 < st +(0.25)al At

V4> s+ (0.25)a, A* V6 < sy + (0.25)ay A*
will be added to the master problem. As visualized by Figure 1 (b-d), the master
problem would then be re-solved and further constraints will be generated if

needed. Once no zero-crossings are detected in a solution, that plan would be
returned as the final plan 7° in Figure 1 (d).

6 Experimental Results

In this section, we test the computational efficacy of SCIPPlan on three metric
hybrid factored planning problems I7°, namely HVAC [1], ComplexPouring [17], [3],
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NavigationJail, against ENHSP [17], and on one metric factored planning
problem I7, namely NavigationMud [16], against TF-Plan [19] ® with respect
to run time and solution quality. Unless otherwise stated, all domains minimize
total time (i.e., makespan) Q(s'*!,a?) = —A".

6.1 Domain Descriptions

In this section, we describe the benchmark domains in detail. The domains were
chosen to test the capabilities of SCIPPlan on metric optimization, handling
nonlinear transitions and concurrency.

Heating, Ventilation and Air Conditioning is the problem of heating dif-

ferent rooms r € R of a building upto a desired temperature by sending heated

air b,.. The temperature of a room hi? is bilinear function of its current temper-

ature hl, the volume of heated air sent to the room b,, the temperature of the

adjacent rooms hf, and the duration A? of the control input at time step ¢ where

r’ € Adj(r) C R denotes the set of adjacent rooms to room r. The dynamics of
the domain are described as follows:

At ht, — ht

e A D Dl

r'eAdj(r)

) 3)

rr!

forallr € R,t € {1,..., H} where C, and W, ,» are parameters denoting the heat
capacity of room r and the heat resistance of the wall between r and 7/, respec-
tively. Moreover, the initial and the goal constraints are described as hl = Hi
and h 1 = H9°% for all rooms r € R where the parameters H" and HJ°%
denote the initial and goal temperatures of the rooms, respectively.

ComplexPouring is the problem of filling buckets b € B upto a desired volume
with the water that is initially stored in the tanks u € U. The volume of a bucket
vt (or a tank) is a nonlinear function of its current volume v} (or v!), volume
of water poured in (and out) from (and to) other tanks and A at time step t.

The dynamics of the domain are described as follows:

W = o+ Uy - B, Wbe BUU @)

T, =3 At (2R, /0, — R2) Vbe BUU (5)
uelU

ﬁ = > Atpi,u@Rb\/UE - R}) VbeU (6)
u€ BUU

0< vl + Ty~ oy < Vmast Wbe BUU (7)

® We note that TF-Plan does not handle i) discrete variables, ii) global or goal con-
straints, or iii) support dynamic time discretization, but can handle exponential
transitions and complex metric objectives (e.g., NavigationMud).
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for all t € {1,..., H} where pj , € {0,1} is a binary decision variable denoting
whether tank b pours into bucket (or tank) u at time step ¢, and Ry, and V™)
are parameters denoting the flow rate and capacity of bucket (or tank) b, respec-
tively. Further, the initial and the goal constraints are described as vi = Vi
for all buckets and tanks b € BU U and vf“ > ngoal for all buckets b € B

where the parameters V™" and ngoal denote the initial and goal volumes of
tanks and buckets, respectively.

NavigationJail is a two-dimensional d € {z,y} = D path- finding domain that
is designed to test the ability of planners to handle instantaneous events. The
location of the agent lffl is a nonlinear function (i.e., cubic polynomial) of its
current location [, speed v, acceleration af, and A’ at time step ¢. Moreover,
the agent can be instantaneously relocated to its initial position L7" for all
dimensions d € D and set its speed to 0 if it travels through a two-dimensional
jail area that is located in the middle of the maze with the corner points J;”i",
J for all d € D. The system dynamics of the domain is described as follows:

I =18 4+ b A+ 0.5a(AY)° Vd € D (8)

v'td = v} + al A vd € D 9)

if Vde D Jpit <l < Jgper (10)

then [} =L it =0 Vd € D (11)

else 1571 =17, ot =" vd € D (12)

L <t < pmer o gmin < gt < Armes vd € D (13)

for all t € {1,..., H} where (L7 L) and (A7"™ A7) are the minimum

and the maximum boundaries of the maze and the control input for dimension
d € D, respectively. The goal of the domain is to find a path from the initial
location L' to the goal location Lgoal for all dimensions d € D. The initial
and the goal constraints are described as I} = L', v} = 0, and 11! = Lgoal
for all dimensions d € D, respectively.

NavigationMud is a two-dimensional d € {z,y} = D domain that is designed
to test the ability of planners to handle transcendental functions with general
optimization metrics. The location of the agent "' is a nonlinear function (i.e.,
exponential) of its current location I, and positional displacement action p!, at
time step t due to higher slippage in the center of the maze. The system dynamics
of the domain is described as follows:

2.0
t+1 _ gt t_ =
I = 1l = 099+ vd e D (14)
i 2
Lmam —_ Lml’ﬂ
yt = Z(lfi_%) (15)
deD '
i <1 < LpeT, B < pl < PP vdeD  (16)
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Fig. 2. Visualization of example plans generated by SCIPPlan. The inspection of plan
traces show from left to right: linear, piecewise linear, and nonlinear state transitions
as a function of time. As observed in Table 2, we remark that the nonlinear domain
(right) requires significantly more compute time than the linear (left) and piecewise
linear (middle) domains.

for all t € {1,..., H} where (PJ"",P7"%) are the minimum and the maximum

boundaries of the positional displacement for dimension d € D, respectively.
The objective of the domain is to find a path from the initial location L%

that is described by the constraint lcll = LZ"” for all dimensions d € D with the

minimum total Manhattan distance }>,c; 1y 2 gep lI5F — L9°% from the

goal location Lfloal over all time steps t.

6.2 Implementation Details

SCIPPlan is a compilation-based planner that consists of the constraints com-
piled from RDDL [15] using the syntax presented in Table 1, RDDLsim domain
simulator [15] and the dynamically generated temporal constraints (2). At ev-
ery iteration, SCIPPlan only adds the set of constraints that correspond to the
first zero-crossing interval, or terminates if the plan is valid with respect to the
discretization parameter e. In SCIPPlan, we modeled the actions b%. and af; from
HVAC and NavigationJail domains as decision variables with continuous do-
mains. In PDDL+, we incremented and decremented the actions as a function
of time with some constant rate z. Further in the NavigationJail domain, we
have modeled the if-else-then statements (10-12) using events in PDDL+ (as op-
posed to using global constraints) since going into the jail location can still lead
to feasible plans. In the HVAC and NavigationJail domains, we tested ENHSP
with relaxed goal settings where the respective equality goal constraints were
relaxed to the following constraints:

Hfoal —2< h£{+1 < Hﬁoal +z Vre R (17)
L_goal —z< Z§I+1 < L_goal + z Yd e D (18)
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Table 2. Comparison of plan quality produced and run times by SCIPPlan (SP),
ENHSP (EP) and TF-Plan (TF) with respect to the given domain metrics. We optimize
both Makespan metric objectives (middle four columns) and General metric objectives
(last column). Lower values indicate better solution quality.

Makespan General
Domain Quality | Run Time |Run Time
HOVAC [SP° [EP®T [SP° [EP®T [SP°
(2,R) 88.00 |145.00 [< 0.01(1.02 0.02
(2,D) 88.00 ({145.00 |< 0.01(1.02 0.19
Pouring [SP° [EP [SP° [EP [SP°
(3,1) 4.30 |11.00 |0.10 0.32 0.01
(5,1) 5.51 [19.00 |[1.38 0.41 |0.87
(4,2) 7.67 [22.00 [0.93 0.37 ]0.58
(9,2) 1.69 |10.00 ]0.90 0.37 0.08
NJail GPUUs | L POl [GpU05 [Fpol

(-1.0,1.0)[13.59 |- 281.75|> 1800 -
(-0.5,0.5)|13.63 |- 60.94 |> 1800|-
(-0.2,0.2)[13.35 |- 59.29 |> 1800|-

NMud [SPY®|TF SPYOITE -
(-1.0,1.0)[64.25 [65.23 [15.46 [30.00 |-
(-0.5,0.5)[140.35 [136.55(232.84 [240.00 |-
(-0.2,0.2)[800.00 [360.38[1800.00[960.00|-

due to the continuous domains of state s € S¢ and action a € A€ variables,
and the fact that ENHSP identified these domains to be infeasible with equality
constraints. We tested SCIPPlan under different optimality gap parameters g for
the underlying SBB solver. For both parameter settings z and g, we will use the
notation SP* to report results for SCIPPlan under the optimality gap setting
g = z, and EP* for ENHSP under the rate setting z = x. Finally, when the total
makespan is not minimized, in SCIPPlan we constrained the total makespan by
a large constant such that Zte{l,...,H} At < M.

6.3 Comparison of the Solution Quality and Run Time Performance

In Table 2, we compare the quality of plans produced and the run times of
SCIPPlan, ENHSP and TF-Plan with respect to the chosen optimization metric
under the best performing parameter settings. From left to right, the first column
of Table 2 specifies the domains and problem instances solved. The second and
third columns present the optimal makespan found by the respective planners.
The fourth and firth columns present the computational effort that is required
to produce the metrics presented in the second and third columns. The sixth
column presents the running time (seconds) that is required to optimize the
general metric variants of the original domains.
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6.4 Computational Performance

In this section, we investigate the efficiency of using SCIPPlan for solving metric
hybrid factored planning problems in nonlinear domains. We ran the experiments
on MacBookPro with 2.8 GHz Intel Core i7 16GB memory. We optimized the
nonlinear encodings using SCIP 4.0.0 [10] with 1 thread, and 30 minutes total
time limit per domain instance.

Comparison of solution qualities The detailed inspection of the columns
associated with solution quality shows that SCIPPlan can successfully find high
quality plans in almost all the instances with optimality gap parameter g < 0.05,
except the largest domain NavigationMud (-0.2,0.2). In contrast, we observe
that in HVAC and ComplexPouring domains, ENHSP can find plans with on av-
erage 60% lower quality compared to SCIPPlan. Moreover in NavigationJail
domain, neither EP%! nor EP%9! found feasible plans within time limit. In
NavigationMud domain, we tested the scalability of SCIPPlan against TF-Plan.
We found that SCIPPlan is competitive with TF-Plan with respect to the solu-
tion quality of the plans found in the small and medium size instances, whereas
the large instance NavigationMud(-0.2,0.2) is hard to optimize (i.e., the plan
does not contain actions other than no-ops) for SCIPPlan. We note that unlike
TF-Plan, we currently do not leverage parallel computing, which is one of the
main strengths of Tensorflow to handle large scale optimization problems. In Fig-
ure 2, we visualize the plan traces to get a better understanding of what makes
a domain hard in terms of plan computability. The inspection of plan traces
shows from left to right: linear, piecewise linear and nonlinear state transitions.
Together with the computational results presented in Table 2, we confirm that
domains with nonlinear state transitions (e.g., NavigationJail) are significantly
computationally harder compared to linear (e.g., HVAC) and piecewise linear
(e.g., ComplexPouring) domains.

Comparison of run time performances The inspection of the last three
columns shows that SCIPPlan finds high quality plans with little computational
effort in HVAC and ComplexPouring domains, whereas it takes on average 135
seconds and 125 seconds to find high quality plans for NavigationJail and
NavigationMud domains, with the exception of the largest instance NavigationMud
(-0.2,0.2) for horizon H = 50. The benefit of spending computational resources
to provide stronger optimality guarantees is justified in Figure 3, where we plot
the increase in plan quality as a function of optimality gap parameter g. Figure 3
shows that spending more computational resources can significantly improve the
quality of the plan found as the instances get harder to solve.

6.5 General Metric Specifications

Finally, we test SCIPPlan on general metrics of interest in HVAC and ComplexPouring
domains and measure the effect on run time. In the HVAC domain, we modify
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Fig. 3. The increase in plan quality (lower is better for minimization) as a function of
optimality gap parameter g for SCIPPlan on NavigationJail domain.

the metric to minimize the total cost Zte{l,...,H} > er CrbL of heating all rooms
r € R of a building for all time steps where the parameter ¢, denotes the unit
cost of heating room r € R. Similarly in ComplexPouring domain, we minimize
the total number of times we pour from one tank to the bucket (or other tanks)
across all time steps such that 3°, .y 1y 2ucv 2ovenov Pl,- The results pre-
sented in the last column of Table 2 show that the performance of SCIPPlan is on
average the same for general metric optimization and makespan optimization.
As demonstrated in NavigationMud and modified HVAC and ComplexPouring
domains, SCIPPlan finds high quality plans with respect to general metric spec-
ifications.

7 Conclusion

In this paper, we presented a novel SCIP-based planner (SCIPPlan) that can
plan in metric hybrid factored planning domains with nonlinear transcendental
functions such as exponentials and instantaneous continuous actions. In SCIP-
Plan, we leveraged the spatial branch-and-bound solver of SCIP inside a non-
linear constraint generation framework where candidate plans are iteratively
checked for temporal infeasibility using a domain simulator, and the sources of
infeasibilities are repaired through a novel nonlinear constraint generation al-
gorithm. Experimentally, we have shown that SCIPPlan can plan effectively on
a variety of domains and outperformed ENHSP in terms of plan quality and
run time performance. We have further shown that SCIPPlan is competitive
with the Tensorflow-based planner (TF-Plan) in highly nonlinear domains with
exponential transitions and general metric specifications.
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