
Preface

This volume contains the papers presented at EWRL 2011: the 9th European
Workshop on Reinforcement Learning held in Athens Greece, September 9-11,
2011. The workshop was co-located with the European Conference on Machine
Learning and Principles and Practice of Knowledge Discovery in Databases
(ECML PKDD 2011). The technical program of EWRL 2011 contained 38 ple-
nary talks by authors of submitted papers and 4 plenary invited talks:

– Peter Auer (University of Leoben, Leoben, Austria), “UCRL and Autonomous
Exploration”;

– Kristian Kersting (Fraunhofer IAIS and University of Bonn, Bonn, Ger-
many), “Increasing Representational Power and Scaling Inference in Rein-
forcement Learning”;

– Peter Stone (University of Texas Austin, USA), “PRISM Practical RL: Rep-
resentation, Interaction, Synthesis, and Mortality”; and

– Csaba Svepesvari (University of Alberta, Canada), “Towards Robust Rein-
forcement Learning Algorithms”.

All authors of presented papers were invited to present their papers at an evening
poster session held on September 10; posters were also solicited for latebreaking
results with the option to submit a full paper after the workshop.

In total, there were 40 submissions to the workshop from a total of 58 au-
thors representing 18 countries (9 European). All papers were reviewed by at
least 2 reviewers, with some papers receiving a 3rd review. We had an interna-
tional program committee of 24 members and 9 additional reviewers residing in
11 countries (7 European). Reviewing proceeded in two rounds: 24 of 39 submit-
ted papers were accepted to the LNAI proceedings in the first round; after the
workshop authors were allowed to resubmit previous submissions or submit new
papers from latebreaking posters in a second round of reviewing in which 4 of
14 submissions (13 resubmissions, 1 new submission) were accepted to the LNAI
proceedings. The present volume contains the texts of the 28 papers accepted to
the LNAI proceedings in the first and second round.

The best paper prize of 500 Euro was awarded to the paper “Automatic
discovery of ranking formulas for playing with multi-armed bandits” by authors
Francis Maes, Louis Wehenkel and Damien Ernst (University of Liège, Belgium).

EWRL was first held in 1995 and has been held every 2-3 years since that
time. Over the years, EWRL has become one of the premiere events for the dis-
cussion and dissemination of recent research results in the field of reinforcement
learning. This year’s workshop was organized by Marcus Hutter (Australian Na-
tional University, Canberra, Australia), Matthew Robards (Australian National
University, Canberra, Australia), Scott Sanner (NICTA and Australian National
University, Canberra, Australia), Peter Sunehag (Australian National University,
Canberra, Australia), and Marco Weiring (University Of Groningen, Groningen,
Netherlands).

We would like to thank our financial sponsors: the Artificial Intelligence Jour-
nal, the Australian National University, NICTA, and PASCAL2. Their generous
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support has allowed us to continue the tradition of holding EWRL as a free
event open to all interested participants. We would like to thank ECML PKDD
2011 for allowing us to co-locate with them and for advertising EWRL on their
website. We are grateful that we could use the excellent conference manage-
ment system EasyChair, which has been developed mainly by Andrei Voronkov
and hosted at the University of Manchester; the system is cost-free. We thank
Springer for their support in preparing and publishing this volume of Lecture
Notes in Artificial Intelligence.

Last but not least, we wish to thank the organizers, program committee mem-
bers, additional reviewers, authors, speakers and all attendees for this engaging
and highly successful installment of EWRL.

February 2012 Scott Sanner
Marcus Hutter

With thanks to our EWRL 2011 sponsors:
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